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Artificial intelligence and all its supporting tools, e.g. machine and deep learning in computational
intelligence-based systems, are rebuilding our society (economy, education, life-style, etc.) and promising
a new era for the social welfare state. In this paper we summarize recent advances in data science and
artificial intelligence within the interplay between natural and artificial computation. A review of recent
works published in the latter field and the state the art are summarized in a comprehensive and self-
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contained way to provide a baseline framework for the international community in artificial intelligence.
Moreover, this paper aims to provide a complete analysis and some relevant discussions of the current
trends and insights within several theoretical and application fields covered in the essay, from theoretical
models in artificial intelligence and machine learning to the most prospective applications in robotics,
neuroscience, brain computer interfaces, medicine and society, in general.

� 2020 Elsevier B.V. All rights reserved.
1. Introduction

Artificial intelligence (AI) has become important in recent dec-
ades because of its vast real-world applications. Examples include
medical diagnosis [1], face recognition [2], robotics [3], internet
applications [4], data mining [5], industrial applications [6], and
so on.

Interdisciplinary research is a hallmark of modern science.1

Although different sub-fields have historically operated in segrega-
tion, researchers have since found that synthesis of different areas
of science gives rise to more original and efficient solutions that
are more applicable to the wider scientific community. A collabora-
tion between physicians, data scientists, computer science research-
ers, and engineers is required to ensure that AI-based systems and
their applications are properly trained, operated, and regulated.
These systems will provide a dual perspective, both as a method of
analysis and as a model of synthesis. As a method of analysis, various
theories that are formulated on the operation of certain biological
systems are validated via simulation through different models, with-
out having to act directly on these systems. As a model of synthesis,
they allow the construction of systems that will solve problems in
manner similar to biological systems.

Accessibility to large datasets enables the application of com-
plex data science (DS) algorithms and tools, e.g. deep learning
(DL), to process huge amounts of bytes of unstructured informa-
tion, allowing relevant feature extraction and recognizing high-
level abstractions with increasing generalisability. In this sense,
DS tools, such as machine learning (ML), have the potential to sup-
port several fields of research, such as biomedicine, neuroscience
or robotics, by the automation or resolution of complex tasks in
time series prediction, classification, regression, diagnostics, mon-
itoring, and so on.

The current essay is a vision paper resulting from the discus-
sions at the International Work-conference in the Interplay
between Natural and Artificial Computation (IWINAC’19),
[201,202] which was held on June 3–7, 2019 in Almería, Spain. It
covers several topics within a huge field of applications by a collec-
tion of works that are parcelled into eleven sections, from novel
theories and methods in AI to the most recent applications of these
technologies to society, robotics, medical imaging, and
neuroscience.

The paper is structured as depicted in Fig. 1. We start the essay
by introducing two theoretical (Sections 2 and 3), which are
5-6.
related to computational models and architectures using several
categorizations, and define the basis and fundamentals in DS and
AI. They are able to provide prospective applications in several
fields as shown in next sections. Then, we present specific topics
in DS and AI, such as ethology, affective computing and bio-
inspired systems (Sections 4–6), which are specially relevant for
our aforementioned research forum. Finally, we introduce in depth
the most relevant applications of these tools and techniques in
robotics (Section 7, data analysis (Section 8), neuroscience (Sec-
tions 9 and 10), care and well-being (Section 12), and biomedicine
(Section 11), in general. Some discussions and trends are described
in Section 13 and conclusions are presented in Section 14. A com-
plete taxonomy of the paper can be found in Fig. 2.

1.1. A summary of the review

The opening Section 2 entitled ‘‘Models: advancing in data
science” refers to formal structures with operational semantics
that are applicable to a particular domain, which allows us to reach
valid conclusions in that domain based on data from specific cases.
The clearest example is that of physical and mathematical models,
which supported by a theory, allow us to infer characteristics of the
state of the system. In computing, models are stacked on top of
each other, from the Turing machine to models that, by means of
an obviously complex operation, are able to approximate any dis-
tribution function. Nowadays, the variety of models and objectives
does not stop growing. They are used to represent and interpret all
types of domains, which helps to understand the increasingly
abundant data in the digital world and draw conclusions that were
previously impossible to conceive.

Due to the current relevance of the topic, DL models [7] and
applications in the areas covered in this paper are summarized in
the separated Section 3. DL comprises a series of AI methods which
perform a learning task by extracting several layers of representa-
tions with successive levels of abstraction [8]. These representa-
tions are usually better suited for the end objective (for instance,
classification) than the original features.

One source for devising newmodels and theories in this context
is the mere observation of the behavior of biological systems. This
is the strict definition of Section 4, entitled ‘‘Ethology”, a discipline
whose classical domain has been animals in the wild, but it is also
applied to animals in the laboratory, looking for advanced pheno-
type modeling. The increasing use of quantitative sensors and
sophisticated computational resources in order to achieve precise
quantitative modeling of behaviors has been termed Computa-
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Fig. 1. Organization of the article.
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tional Ethology, where a host of applications are being developed,
i.e. Neuroethology that aims to look for the correlation of behavior
and neural activity, even for the identification of neural causal
mechanisms. On the other hand, when computational science
explores how technology can understand human affect; how inter-
actions between humans and technologies can be impacted by
affect; how systems can be designed to use affect to enhance capa-
bilities; or how sensing and affective strategies can transform
human and computer interaction [9], the field is named Affective
Fig. 2. Taxonomy of t
Computing (AC) (Section 5). AC relates to, arises from, or intention-
ally influences emotion [10].

These systems based on functional aspects of human beings or
animals are beginning to be accepted as valid alternatives to conven-
tional approaches in solving specific problems, as shown in Section 6.
In general, inspiration from nature, which has evolved over the cen-
turies, will have solutions that must be taken into account for similar
problems in order to optimize the available resources. Nonetheless,
this is how bio-inspired systems emerged. In the study of bio-
inspired systems converge physiology, medicine, systems modeling,
microelectronics, computer science, etc. In this sense, the field of
Robotics, summarized in Section 7, is a good example of a bio-
inspired system. This is mainly due to the embodiment provided
by robots, which makes them much more similar to natural beings
than the objects of study in other domains. As such, it is an area
where just about any AI based approach can be used. Anything from
general AI to very particular signal processing algorithms can be
implemented and used on robotic platforms. Recent advances in such
signal processing algorithms in ML can also be applied to other fields
of research such as Big Data analysis, processing and visualization in
Neuroscience and other applications (Sections 8 and 9).

The advent of the Big Data revolution has provided ML
researchers and practitioners a huge amount of data of almost
any imaginable kind. This has steered ML research towards those
methodologies and algorithms which are able to manage large vol-
umes of information within reasonable computational require-
ments. Moreover, algorithms that can distribute the
computational load over a computer network are the most useful,
since they can be executed in the cloud [11]. The motivations
behind these changes are multiple, since ML techniques have
become suitable for a wide range of application fields. However,
Neuroscience is a representative example in which available data
is usually high dimensional, a high number of samples is not
always available, and databases are often unbalanced. In this situ-
ation, ML techniques provide new opportunities to develop specific
he review paper.
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methods to extract descriptors, allowing for the creation of com-
plex models from high-dimensional data while preserving general-
ization capabilities. Indeed, these techniques, in combination with
sophisticated brain activity scanning methods and instrumenta-
tion, as shown in Section 10, allows for the translation of research
output into interventions to make a difference in clinical practice
[12,13]. These medical applications explore diverse areas, such as
neurodegenerative diseases, cardio-pathologies, glaucoma, strokes
or even the genomic sequencing of DNA and RNA, among others, as
shown in Section 11. The aforementioned synergy in AI has con-
firmed the possibilities of controlling simple mechanical or robotic
systems using the electrophysiological activity of brain cortex cap-
tured through the skull and scalp or supporting physicians in the
diagnosis of several diseases (Parkinson, Amyotrophic Lateral
Sclerosis, Alzheimer) or conditions (Autism). In the last decades
these findings opened the door to develop computer-aided diagno-
sis systems, non-invasive interfaces for the control of simple
devices as a mouse cursor, or more sophisticated devices such as
supportive limb prostheses or the navigation on virtual scenarios
[14]. Moreover, a variety of AI applications for personal and
professional services is shown in Section 12, demonstrating how
AI technology is addressing the needs of individuals and society
as well. Large and mid-size enterprises are intensifying the use of
ML and AI in their products, taking advantage of the opportunities
these technologies present to perform advanced analysis on big
data and to improve the performance of their products and
services.
2. Models: advancing in data science

In AI a continuum from totally explicit to implicit models exists.
The former are interpretable by an expert in the application
domain, because he/she sees a direct reflection of his/her own
knowledge, with a terminology and a causality that can be under-
stood, close to the experience on this narrow scope of analysis. The
most obvious example is perhaps ontologies, since they are raised
with that objective; they are consensual and formal models that
allow for the representation of the concepts and relationships of
a domain. They have been very useful to extract and share knowl-
edge or to integrate data sources of different origins [15].

In contrast, non-explicit models are generic models, applicable
to a wide range of problems whose parameters must be adapted
to a particular domain. We say that models learn from data, which
translates into adjusting their internal parameters to respond
prospectively, according to the patterns and recurrences found in
the dataset. They are black box models (some more than others)
in the sense that the explanation of why they infer what they infer
is not immediate, since knowledge derives directly from the data,
not from the conceptualization of an expert. For this reason, it is
necessary to find additional mechanisms that explain the reason-
ing behind how conclusions have been reached, to achieve systems
that are reliable and, therefore, easier to deploy in sensitive areas,
such as health or security, in which machines interact with
humans [16,17]. It is possible to interpret the implicit
models through changes in the representation system that make
them more transparent, although possibly not fully explainable.
This explanation is already a recognized right for the European
Union.2

2.1. A new era for artificial intelligence

The commotion raised by the DL models has brought great
prominence to this problem (see following Section 3 for more
2 The EU general data protection regulation 2016/679 (GDPR).
details). Using DL we are able to approximate any function as long
as we have a dataset large enough so that its distribution function
is close to the real one. They are complex models, with a strong and
costly operation, that find their best territory in learning problems
from large amounts of data, and that were previously limited by
extreme computing costs and availability of digitized data. This
has changed in the last decade because they have benefited from
the continuous improvement in technology and the huge amounts
of digitized data (or having obtained them automatically, if they
were not). But despite the success, this paradigm is not problem-
free [18], and, in addition to the difficulties of model explainability
[19,20], there is further room for improvement, for example, in the
effectiveness and efficiency of learning mechanisms and applica-
bility to smaller datasets.

DL is giving such good results that the applicability to not-so-
large data sets is a first-level research objective. However, obtain-
ing representative datasets of a given problem is not always easy or
economical. The concept of transfer learning has certainly helped
in this regard. It benefits from the initialization of the system over
other datasets with huge amounts of data, normally obtained
through the internet, to overcome its lack in the application
domain. On the other hand, the concept of reinforcement learning
brings a completely logical proposal: instead of having to generate
a priori datasets, it is proposed that the model itself collects data
from the environment in order to optimize a certain reinforcement
function (reinforcement that also derives from the response of the
environment to the exit of the system) [21].

2.2. Ontological, statistical, hybrid and biological models

In relation to the problems raised above, we have a clear exam-
ple of explicit models in ontologies. In [22], the authors review the
different approaches carried out with the purpose of solving inter-
operability and standardization problems in domains [15] related
to the study of mild cognitive impairment (MCI) and other neu-
rodegenerative diseases. The capacity of ontologies to address
these problems, together with the facility for storage, retrieval
and inference of information, makes them a must-have model in
the studies of the diagnosis of MCI.

The extraction of knowledge from time series is a problem stud-
ied in data mining. In Ref. [23] they do so by building an explicit
model, a set of rules that are perfectly understandable to the
expert, but without resorting to him or ‘‘ad hoc” solutions. The pro-
posed method creates timelines by abstraction from the time ser-
ies, and from here to temporary rules using a known algorithm
called APRIORI [24].

In Ref. [25] a rule-extraction technique applied to convolutional
neural networks (CNN) is presented. A special transparent model
located in the dense layers generates the rules. The antecedents
of the extracted rules represent responses of convolutional filters
that make it possible to determine for each rule the covered sam-
ples. With this method, it is possible to visualize the centroid of
each rule, which produces an overview of how the network works.
As an example, Fig. 3 illustrates a number of generated centroids
for the MNIST classification problem, with each centroid covering
hundreds to thousands training samples. It is worth noting the dif-
ferent patterns and the varying orientations of the class ‘‘one” digit.

An example of research to complement certain models and try-
ing to solve some of their problems can be found in Ref. [26]. While
support vector machines (SVM) are the most successful models for
supervised learning problems, it is true that they suffer from scal-
ability problems with large amounts of data. Thus, the authors pro-
pose Deep SVM models that combine the highly non-linear feature
processing of Deep Neural Networks (DNNs) with SVM loss func-
tions. As the authors show, these models achieve results similar
to standard SVM, but on large datasets. However, these models



Fig. 3. Centroids generated from symbolic rules on the MNIST classification
problem[25].

Fig. 4. SAS human–machine cognitive cooperation [31].
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are required to be further analyzed in imbalanced datasets as
shown in Ref. [27]. The work shows the conditions under which
a SVM failure occurs, both theoretically and experimentally, and
show that it can be relevant even in cases of very weakly imbal-
anced data. Moreover, this work depicts a guideline to avoid the
SVM failure.

Moreover, in Ref. [28], a combination of two models is pre-
sented to construct a two-stage method for example-dependent
cost binary classification problems. The first stage obtains, by
training a Multi-Layer Perceptron (MLP) with a Bregman diver-
gence [29] as surrogate cost, consistent estimates of the posterior
probabilities that, in the second stage, will be used by a Bayesian
decision rule to solve the classification problem.

Continuing with this line of hybridization or combination of
models, Ref. [30] proposes to develop new models to combine
the performance of ensembles with the transparency and inter-
pretability of choice models. The authors explore the possibilities
of blind or uninformed methods focusing on two aspects of the
ensemble building process: the data sampling strategy and the
aggregation technique. The results obtained indicate the best per-
formance of the bagging methods to build optimal choice-based
ensembles.

Much research has been carried out to emulate human cogni-
tive behaviors, but mainly with parcelled models for different
capabilities. The authors of Ref. [31] look for symbiosis with
humans through a framework of deep man–machine cooperation.
They seek cognitive agents that should build goal-oriented
dynamic holistic models of the involved task to support efficient
domain understanding and general learning, rather than merely
solving pattern-recognition problems. Thus, they present a cogni-
tive framework for consciousness, that is mainly based on a net-
work of associate cognitive digital twins, to support cognitive
activities of symbiotic autonomous systems (SAS) (Fig. 4).

Nature has always been an inspiration for creating artificial
models that emulate or improve human abilities. In Ref. [32] the
author studies a property of biological neural networks (BNNs),
computational robustness, which is missed in the artificial NN
(ANN), and that is a property that is increasingly seen as a key to
evolutionary drift. The author tests the relationship between com-
putational properties in ANN and the neuronal codes through in
silico experiments to reach two conclusions: i) There is a relation-
ship between the number of epochs needed to train a feed-forward
neural network using back-propagation and the neural code of the
neural network, and ii) a relationship exists between the computa-
tional robustness and the neural code of a feed-forward neural
network.
3. Deep learning

Since DL models are implemented as ANNs where inputs and
outputs are modifiable for each problem, they can adapt to special
problems with non-standard traits or other obstacles for common
learners. However, this also means that, in order to be trained,
numerous parameters and hyperparameters need to be optimized,
which entails some challenges that are still undergoing intense
research. Fig. 5 depicts some architectures that may be used to
build DL models, specifically a convolutional ANN and an
autoencoder.

Due to the outstanding performance that DL methods obtained
in image processing tasks, many of the applications currently in
development involve the treatment of images. Notwithstanding,
DL models can be notably useful in other fields as automatic
regressors or feature learners in addition to classifiers. The follow-
ing sections review several developments and ongoing works in
the DL field, both in the theoretical aspects of DL models and in dif-
ferent application fields.

3.1. DL methods: Limits and challenges

From a theoretical perspective, the ongoing developments on
ANNs and DL are tackling open problems in the field, as well as
advancing in treatment of learning problems which present special
difficulties. Among the first issues we find the interpretability of
these models and the need for strategies to build them and to
design convenient objective functions. Among the special difficul-
ties, there are many complexities that can prevent traditional
learners from finding good solutions to specific problems, and
some of the following works put those in the spotlight.

Interpretability is nowadays one of the main focuses in this area
[33,34], since ANNs have traditionally been considered black-box
models. Along these lines, there are models that extract proposi-
tional rules from ANNs, but are commonly limited to simple MLPs.
The work in Ref. [25] further develops this approach by proposing a
model for extraction of propositional rules from a CNN. This work
achieves this by approximating the fully connected layers of the
CNN architecture with a Discretized Interpretable MLP after train-
ing. This structure performs a discretization of its inputs via a stair-
case activation function, while retaining the learned weights in the
CNN. The rules that are extracted have in their antecedents the
responses of the filters in the last convolutional layer and cover
several examples that can be summarized in a centroid. In their



Fig. 5. Illustrations of architectures of two possible ANNs: on the left, a convolutional ANN; on the right, an autoencoder.
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experiment, the authors extract a set of 1105 rules for MNIST clas-
sification, achieving an accuracy just slightly inferior to the CNN
itself. This set may contain too many rules to be considered inter-
pretable yet, but it is a simpler model than the CNN.

Autoencoders (AE) are neural network-based tools that perform
feature learning [35]. These are usually applied to unsupervised
learning problems, since they generally do not need any label
information from the training patterns. Instead, they learn a new
feature space where these can be projected onto and reconstructed
from, similarly to manifold learning algorithms. However, there is
no straightforward procedure to design the architecture of an AE,
including the number of layers and the amount of neurons in each
layer. There are already some proposals for automatically finding
neural network architectures, but none centered on autoencoders.
In Ref. [36], an evolutionary approach for architecture search is
proposed and tested against an exhaustive grid search. The search
methods based on evolutive algorithms present significantly supe-
rior performance than the exhaustive version.

Defining an appropriate objective function for a problem can
greatly affect the model learned by an ANN [37]. One of the com-
ponents of this function may be the coding given to the possible
responses, usually corresponding to classes in a classification prob-
lem. A small experiment in Ref. [32] suggests that some codes may
be more beneficial than others when the ANN faces potential dam-
ages (e.g. deleted neurons).

A high number of instances can decrease the performance of a
traditional learner, especially in computation time, where some
methods may be incapable of treating datasets with several hun-
dred thousand instances. Support vector-based methods, which
implicitly work with a transformation of the original feature space
onto a higher-dimensional space, are especially hindered by the
number of training patterns, due to the linear increase of the
amount of support vectors. Although some proposals attempt to
overcome this obstacle, in many cases they still struggle with large
datasets. The developments in Ref. [26] describe deep ANN models
for both classification and regression which leverage the loss func-
tions of support vector machines and support vector regression
models, respectively. The results show that the performance is very
similar to that of the traditional models, but the training time
required to learn an ANN-based model is much shorter.

Another obstacle in learning problems arises when the cost of
an erroneous prediction depends on the predicted pattern itself.
This is known as an example-dependent cost [38]. This circum-
stance can join other well known difficulties for classification tasks,
such as class imbalance [39]. A method which adequately treats
such a problem should take into account the per-instance cost as
well as the predominance of some classes over the rest. The work
in Ref. [28] develops a novel method which couples a statistical
procedure with a multilayer perceptron classifier, allowing to
rebalance the importance of each class by weighting them during
the training phase as well as to provide a class decision based on
a computation which takes example-dependent costs into account.
Some problems are more complex due to the structure of their
inputs or outputs, and are commonly known as nonstandard learn-
ing problems [40]. One of them is ordinal classification, where
there is an order among output labels. The approach in Ref. [41]
tackles ordinal classification from the perspective of a more tradi-
tional model, reproduced by means of an ANN. More specifically, it
implements a Proportional Odds Model, a statistical technique
which predicts a value in a 1-dimensional space for each pattern.
The resulting ANN has an output layer which extracts class proba-
bilities from a single-variable projection computed in the previous
hidden layer. These are then evaluated by means of the continuous
version of the Quadratic Weighted Kappa loss function. The opti-
mizer uses this as the objective function which the network has
to minimize.
3.2. Building DL applications

Applications of DL models are very diverse. A large part of them
focus on image treatment, since they supposed a breakthrough in
large image classification problems in the recent years [42]. Never-
theless, DL models are also employed in scenarios where agents
such as robots must interact with their environment and react to
changing conditions, as well as other purposes within the data
science field like semantic hashing or anomaly detection. Through-
out this section, several examples of these kinds of applications are
gathered and reviewed. Some of the results are illustrated in Fig. 6,
where the outputs of different DL models dedicated to specific
applications are represented.

Image classification applications are very commonly found
within the DL field, due to the potential of convolutional ANNs
[46] to learn high-level features from image data using less train-
able parameters than other kinds of networks. In this context,
Ref. [47] proposes a CNN-based classifier which is able to identify
the level of quality of an olive oil sample: extra virgin, virgin or
lampante. It is composed of three convolutional blocks and four
fully connected layers which compute the prediction. The resulting
model achieves better accuracy than previous methods over the
same dataset, while eliminating preprocessing steps at the same
time.

The work in Ref. [48] also approaches an image classification
problem, in this case, waste classification into glass, paper, card-
board, plastic, metal and general trash. This is usually tackled from
a computer vision perspective, in three phases: segmentation, fea-
ture extraction and classification. The objective is to reduce this
process using a CNN which automatically performs the necessary
steps. A range of well known CNNs are tested and compared for
the same dataset, TrashNet. These include VGG-16, VGG-19, Incep-
tion, ResNet and Inception-ResNet. The ResNet model obtained the
best accuracy rate, surpassing other experiments from the state of
the art.

One problem related to image classification is image segmenta-
tion, in which the model has to detect and delimitate regions in



�

�

�� �

�

�

�

�

�

�
�

�

�

�

�

��

�

�

�

� �

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
� �

�

�

�

�

�

�
�

�

�

��
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�
�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�
��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�
��

�

�

�

�

�

��

�

�

�

�

�

�
� �

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

� �

�

�

�

�

� �

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

� �
�

�

�

�

�

�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�
�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

� �

�

�

�

�

�

�
�

�

�

�

�

�

� �

�

�

�

�

�

�

�

�

�

�

�

�

�

� ��

�

�

�

�

�

�

�
�

�

�

�

� �

�

�

�

�

�

�

�

�

�
�

�

�
�

�

�

�

�

��

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�
�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

��

�

�

�

�

�
�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

��

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�
�

� �

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

� �

�

�
�

�

�
��

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�
�

�

�

��

�

�

�

�
�

�

�

�

�

�

�

�
�

�

�

�

��

�

�

�

� �

�

�

�

�

�

�

�

�

�

�

�

�

�
��

�

�
�

� �

�

�

�

�
�

�

�

�

�
�
�

�

�

��
�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

� �

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

��

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�

�

�

�

�

��

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

� red soil
cotton crop
grey soil
damp grey soil
soil with vegetation
mixture
very damp grey soil

Fig. 6. Outputs from DL models for different application domains, from left to right: person detection and identification [43], white matter hyperintensity segmentation [44],
2-dimensional embedding of satellite images [45].
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images. In Ref. [44], this circumstance arises in neurology, specifi-
cally in automatic segmentation of white matter intensities in
magnetic resonance images. Instead of a standard CNN classifier
as in the previous problems, segmentation can be carried out by
a CNN, which means that the network does not include any dense
layers, and instead it has a bidimensional output produced by con-
volution or deconvolution operations. The work revolves around
the preprocessing techniques that can be applied to images before
feeding them to the CNN. The experiment suggests that enhancing
the contrast, removing the skull and standardizing the features
benefits the learning process.

Many uses of DL systems involve robots in social situations.
These agents need to be sufficiently autonomous and, thus, act
according to their environment and adequately interact with
humans. Assistant robots for elder people and other communities
are the main focus in Ref. [43], where a person identification mem-
ory system is developed by combining an object detector based on
YOLO v3 [49] with a nearest neighbor clustering. This system is
capable of identifying people present in previous frames and of
incorporating new unknown individuals to its memory.

When robots are involved in child tutoring, they must be able to
detect their mood and basic emotions to react accordingly. In Ref.
[50], a facial expression recognition model is built and integrated
into a complete system for the development of this kind of robots.
The model is able to distinguish six types of emotions: anger, fear,
joy, sadness, disgust and surprise, as well as an additional neutral
state. The model was validated with actual images of primary
school children.
4. Ethology

Ethology is the discipline of the observation of the behaviour. Its
classical domain has been animals in the wild, but it is also applied
to animals in the laboratory, looking for advanced phenotype mod-
elling. The increasing use of quantitative sensors and sophisticated
computational resources in order to achieve precise quantitative
modelling of behaviours has been termed Computational Ethology,
where a host of applications are being developed [51]. Neuroethol-
ogy aims to look for the correlation of behaviour and neural activ-
ity, even for the identification of neural causal mechanisms [52,53].

The integration of neural sensor readings (i.e. inserting elec-
trodes in the brain) and motion capture devices allows the quanti-
tative modelling in some restricted experimental environments
[54]. These experimental conditions are quite difficult to be applied
to humans, for technical, ethical and ecological validity issues [55].
Thus Human Computational Neuroethology (CNE) poses a new
panorama of sensing and computational challenges [56]. There is
a rich literature on human motion modeling for a variety of appli-
cations, ranging from medicine, sports, and artistic rendering.
However, these approaches are usually rather restrictive, limiting
the ecological validity of the experiments. Thus, new sensors and
algorithms should be developed in order to achieve high motion
precision in natural settings. On the other hand, the advent of
new wireless connected electroencephalography (EEG) devices
allows monitoring neural activity while the subject is in motion
[57,58]. The high sensitivity of EEG to motion artifacts and electro-
magnetic fields impedes the detection of low magnitude and noisy
effects, such as those required in brain-computer interfaces [59].

4.1. State-of the art

Traditionally, validation of neuroethological models has been
carried out by direct manipulation of the neural systems, such as
producing alterations in the neural circuits by genetic or chemical
means, and observation of the ensuing behavior. However, these
methods are not of application to humans for self-evident ethical
reasons. Even the invasive methods that insert electrodes in the
brain tissue have to be severely limited to well justified cases.
One approach to the validation of neuroethological models consists
in the confirmation of improved activity detection when using the
fused information. This is a line of research where several authors
have achieved some success and will be extending the experimen-
tal evidence base. The research goals in this context has to tackle
with several aspects, such as face motion recognition, body motion
recognition, and EEG signal processing.

Most of the work in this area concerns animal computational
ethology, which has been proposed as discipline on its own [60].
Regarding human behavior modeling, there is a host of computer
vision based approaches as well as inertial measurement unit
(IMU) based modeling (see Figs. 7 and 8) among them the new
DL architectures are foremost [61]. Most of these approaches are
in fact related to robotics interaction [62] instead of modeling
human cognition and related fields of interest for CNE. There are
some timid attempts to use wireless EEG in clinical trials [63]
but there is not much advance, except in very specific well known
diseases, such as epilepsy. There are instances miscellany experi-
ences, such as the monitoring of wireless EEG signal while wander-
ing in an art museum [64].

4.2. On the use of inertial sensor units and electroencephalography

In general, methods at this point in time consists in the syn-
chronized collection of body motion and EEG readings while the
subject is performing simple tasks. In this regard, image based
eye detection, inertial motion units, and several wireless EEG



Fig. 7. An example of ethogram estimated using data fusion of IMU body motion
estimation and wireless EEG recording.

Fig. 8. Summary accuracy increase over a cohort achieved using data fusion of IMU
body motion estimation and wireless EEG recording in a cross-validation
experiment.
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recording devices are considered for the analysis. The system per-
formance evaluation unit is the ethogram, i.e. a time series of the
subject activities carried out and detected, hence the goal is to
achieve perfect ethogram recognition, but we also carry out con-
ventional cross-validation experiments in order to evaluate the
ML approaches prior to ethogram estimation. Fig. 7 shows a recent
experimental result of this kind of neuroethogram estimation
when we fuse EEG and IMU motion estimation. Fig. 8 shows the
increase in accuracy in 10-fold cross-validation achieved when
using the joint data sources versus the isolated data sources.

A short review of CNE was provided [65], where the main focus
was on human motion analysis and some related neural activity
modeling research works, mostly in the animal domain, giving
hints how these experiments can be extended to the human
domain. Another related contribution [66] proposed DL tech-
niques, specifically Long Short TermMemory (LSTM) for gait move-
ment modeling and prediction, which could be combined in the
future with neural activity modeling. Also the recognition of cogni-
tive activities through eye tracking [67] could be fused with neural
activity recognition for a more detailed modeling, and even causal-
ity prediction. Finally, an experimental example is provided where
the fusion of neural and motion information effectively achieves
improved activity recognition performance and ethogram estima-
tion. This latter work is the most complete instance of the desired
experimental and analysis setting up to date.
5. Affective computing

AC is a growing interdisciplinary area, participating from areas
as different as psychology, physiology, engineering, sociology,
mathematics, computer science, education, and linguistics. The
broad diversity of disciplines pertinent to affective computing is
a mirroring of the difficulty of describing, understanding, and mim-
icking feelings.

During the last two decades, important advances in sensing,
tracking, analyzing, and animating human communication have
produced increasing attraction in affective computing by human–
machine interaction (HMI) researchers [68]. This trend has also
reached the human–robot interaction (HRI) community. In fact,
the astonishing advancement of (personal and service) robotics
has led to an increased demand for social robots that interact
socially with humans and other robots [69].

For AC, and also related to HMI/HRI, virtual reality (VR) has
demonstrated an increasing interest, probably because humans
engage humans better than robots. Moreover, VR eases the simula-
tion and assessment of spatial environments under supervised lab
conditions [70]. Virtual characters generate affect that give rise to a
more affine interaction with humans [71].
5.1. Main objectives nowadays

In general terms, the objective of investigation in affect recogni-
tion (a piece of affective computing) is to detect the emotional
state of a person based on observables [72]. For instance, affective
speech is conveyed through semantics and speech prosody. Proba-
bly facial expressions and body gestures are the most obvious and
significant channels for expressing affect, as most human commu-
nication is non-verbal [73]. More recently, apart from propositions
based on audio and vision, solutions relying on wearable sensors
have received greater attention. Wearables provide long-term
affect recognition supplying with insights into physiological
aspects such as respiration, skin color, temperature, heartbeat,
blood pressure, and pupil dilation [74]. Physiological signals are
considered as a specific information channel for affective reactions.
Specifically, an outstanding number of approaches are offering
high accuracy of stress detection using non-intrusive physiological
sensors.

AC has also encouraged the advent of novel applications in
entertainment, education, marketing and health care. Perhaps
one of the most significant research domain of affective computing
is focused towards discovering the relation between emotions and
human health, both mental and physical [73]. Research in AC has
already provided significant benefits (e.g. Williams syndrome,
Asperger syndrome and Parkinson disease -PD-). Affective comput-
ing can also be used for personalization such as adjusting light,
type of music, and room temperature by detecting a person’s emo-
tional state to strengthen people’s health and well-being [75].
5.2. Human–machine interaction and health-care applications

The works included under this area cover several aspects
related to AC. These topics can be described in regards to three
main aspects, namely affective computing for interaction among
humans and machines, technologies used in AC, and affective-
based health-care applications (see Fig. 9).

Considering the health care applications tackled, the application
field faced (i) elder people with PD, exploring new paradigms of
interaction [76], (ii) patients with deficits in facial affect recogni-
tion, designing therapies based on human avatars [77], (iii) people
with disabilities in general, identifying the brain areas involved in
processing emotions [78], (iv) people with visual and intellectual
disabilities, reporting the effectiveness of using a game or a conver-
sation on achieving a higher self-disclosure [79], (v) dependent
people living at home, using a flying robot the monitor facial emo-
tions [80] and a wearable to detect stress [81], and, (vi) people per-
forming physical rehabilitation exercises, monitored from two



Fig. 9. The three main aspects involved in the special session on affective computing.

J.M. Górriz et al. / Neurocomputing 410 (2020) 237–270 245
carts equipped with an RGB-D camera each on a motorized circular
rail [82].

HRI was at the core of Ref. [83] that introduces a real-time emo-
tion recognition system using a YOLO-based facial detection sys-
tem and an ensemble convolutional neural network. Another
work benefited the field of HRI by facing a broadened understand-
ing of brain emotional encoding in order to improve the capabili-
ties of robots to fully engage with the user’s emotional reactions
[84]. Another article introduced a framework for assisting depen-
dent people at home through an autonomous unmanned flying
robot that captures images of the dependent person’s face [80].
The outcomes of another paper will help to improve HRI for pro-
moting self-disclosure as the first step in a research project that
aims to alleviate worrying behavior in the user group [79]. In the
interaction domain, a last paper introduced the design process of
facial expressions on virtual humans to play basic emotions,
grounded on the Facial Action Coding System [77].

The papers have detected affect from facial cues by robots
working in real-world scenarios [83] and speech in order to elicit
stress through a set of on-line interviews, as well as to establish
a standard speech corpus to assess emotions across multiple lan-
guages [85]. Hence, a number of papers introduced solutions based
on the acquisition and processing of physiological signals. A couple
of papers used electrodermal activity (EDA) and heart rate variabil-
ity (HRV) acquired from a wristband. One of the papers introduced
a system composed of hardware, control software, signal process-
ing and classification for the deployment of a wearable with a high
ability to discriminate among seven emotional states (neutral,
affection, amusement, anger, disgust, fear and sadness) [86].
Another paper described the acquisition of EDA signals and their
storage and processing for stress detection. The classification was
undergone by using several support vector machines [81]. Other
approaches addressed the use of EEG signals in this context. As
an example, a study of cortical asymmetries based on the spectral
power and differential entropy of the EEG signal of subjects is car-
ried out [87]. Subjects were stimulated with videos of positive and
negative emotional content in order to understand the neurophys-
iology of emotions, the neuronal structures involved in the pro-
cessing of emotional information and the circuits by which they
act. Another work proposed a temporal analysis approach for the
discrimination of two states (high and low) of valence and arousal
emotional dimensions, with the additional benefit of identifying
the brain areas involved in processing emotions [78]. In addition,
Ref. [84] took advantage of the lateralization produced in brain
oscillations during emotional stimuli and the use of meaningful
features related to intrinsic EEG patterns. Finally, a solution based
on a brain-computer interface (BCI) able to control events is pre-
sented [76]. This mobile-BCI application in turn triggers actions
that facilitate mental interactions.
6. Bioinspired systems

Bio-inspired computing methods take inspiration from nature
to develop, in many cases, optimization and search algorithms or
metaheuristics, typically in order to tackle the search of optimal
solutions of complex problems in science and engineering, which
usually imply a high dimensionality of the search space.

Apart from the traditional evolutionary computation methods,
artificial immune systems, ant algorithms or particle swarm opti-
mization, the novel bioinspired computing approaches are
intended to focus on new bio-inspired solutions, such as swarm
algorithm solutions based on bee colonies, algorithms based on
firefly insect behavior, artificial algae algorithm and many more,
together with their combination with local search strategies or
other metaheuristics. Topics areas in this field include:

� Bio-inspired approaches based on animal behavior (Cuckoo
search, Cat swarm, Artificial Bee Colony, Bat algorithm, Wolf
search, etc.).

� Bio-inspired approaches based on plant behavior (artificial
algae algorithm, flower pollination algorithm, PIBO, etc.).

� Bio-inspired approaches based on bacteria like BFO.
� New approaches in evolutionary computing methods.
� Combination of bio-inspired approaches with local search:
Lamarckian strategies, Baldwinian strategies, memetic
algorithms.

� Combination of the bio-inspired approaches with artificial life
models like cellular automata or Lindenmayer systems.

� Applications with bio-inspired approaches.

6.1. Solutions in biomedicine

The inference problem of protein structure prediction can be
tackled with a hybrid combination between differential evolution
and a local refinement of protein structures provided by fragment
replacements [88]. In this case, the coarse-grained protein confor-
mation representation of the Rosetta environment was used. Given
the deceptiveness of the Rosetta energy model, an evolutionary
computing niching method, crowding, was incorporated in the
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evolutionary algorithm with the aim to obtain optimized solutions
that at the same time provide a set of diverse protein folds. Thus,
the probability to obtain optimized conformations close to the
native structure is increased.

Another bio-inspired approximation is called bacterial antibi-
otic resistance algorithm [89] in which a bacteria colony represents
a set of candidate solutions subjected to the presence of an antibi-
otic as a pressure factor for separating good and wrong answers. In
these terms, the classification allows having two groups: resistant
and non-resistant bacteria. Then, by using genetic variation mech-
anisms (conjugation, transformation, and mutation), non-resistant
bacteria is expected to improve their defense capability to enhance
their probability of survival.

Finally, the Koniocortex Like Network (KLN) [90] is a novel
Bioinspired Artificial Neural Network that models relevant biolog-
ical properties of neurons as Synaptic Directionality, Long Term
Potenciation, Long Term Depression, Metaplasticity and Intrinsic
plasticity, together with natural normalization of sensory inputs
and Winner-Take-All competitive learning. As a result, KLN per-
forms a Deeper Learning on Datasets showing several high order
properties of biological brains as: associative memory, scalability
and even continuous learning. KLN learning is originally unsuper-
vised and its architecture is inspired in the koniocortex, the first
cortical layer receiving sensory inputs where map reorganization
and feature extraction have been identified, as is the case of the
visual cortex. This newmodel has shown big potential on synthetic
inputs and research is now on application performance in complex
problems involving real data in comparison with state-of-art
supervised and unsupervised techniques. The early detection of
cardiovascular disease is an interesting domain addressed in Ref.
[90] with KLN.

6.2. Solutions in smart cities

Smart cities result from the wide adoption of information and
communication technologies aimed at addressing challenges aris-
ing from overpopulation and resources shortage. Despite their
important and fundamental contributions, ICT alone can hardly
cope with all the challenges posed by growing demands of over-
populated cities. Hence, novel approaches based on innovative
paradigms are needed. The concept of Cognitive City founded on
Siemens’ Connectivism and understood as the evolution of current
smart cities augmented with artificial intelligence, internet of
things, and ubiquitous computing. The concept of cognitive city
as a complex system of systems resembling complex adaptive sys-
tems with natural resilient capabilities is another approximation
[91]. On-line scheduling is another domain. This problem
addressed in Ref. [92] arose from a charging station where the
charging periods for large fleets of electric vehicles (EV) must be
scheduled under limited power and other technological con-
straints. The control system of the charging station requires solving
many instances of this problem on-line. The characteristics of these
instances being strongly dependent on the load and restrictions of
the charging station at a given time. The goal was to evolve small
ensembles of priority rules such that for any instance of the prob-
lem at least one of the rules in the ensemble has high chance to
produce a good solution. To do that, Genetic Algorithm (GA) that
evolves ensembles of rules from a large set of rules previously cal-
culated by a Genetic Program (GP) were used in Ref. [92].

Bio-inspired methods are often applied to structure calculation
in civil engineering. One example of this was proposed in Ref. [93].
In this case, the authors consider repairing bridges that cross
watercourses. It is a situation that must be resolved in a timely
manner to avoid the collapse of its structure. Its repair can mean
a high cost, as well as road and environmental alteration. An effec-
tive solution, which minimizes this impact, is the installation of a
superstructure in the form of an arch that covers the entire length
of the bridge. The structure is anchored to the deck of the bridge by
means of hooks, and so it allows the arch to support the bridge.
This structure must keep the original properties of the bridge, so
the magnitude of tension of the hangers and the order in which
they are applied is essential for not to cause damage to the bridge.
In Ref. [93] the authors use moth search algorithm to calculate
these tensions and the order in which they are applied. Scheduling
problems arise in an ever-increasing number of application
domains. Although efficient algorithms exist for a variety of such
problems, sometimes it is necessary to satisfy hard constraints that
make the problem unfeasible. In this situation, identifying possible
ways of repairing infeasibility represents a task of utmost interest.
The authors in Ref. [94] considered this scenario in the context of
job shop scheduling with a hard makespan constraint and
addressed the problem of finding the largest possible subset of
the jobs that can be scheduled within such constraint. A genetic
algorithm that looks for solutions in the search space defined by
an efficient solution builder was proposed [94].
7. Robotics

AI research in the field of robotics can sometimes become very
eclectic with extremely different approaches coexisting in order to
allow robotic systems to do their thing. This eclecticism can be
organized in different ways, but two of them are more prominent.
On the one hand, and focusing on robotic skill acquisition, it can be
organized into, at least, three categories in terms of how the robot
acquires its competences. That is, in the lower level one could find
more classical approaches, where the robot is provided with the
operational skills it needs in terms of programs, or ANNs, that per-
form the desired tasks [95].

A higher level would encompass learning approaches, where
the robots are able to learn skills in their domain, that is, they
can learn how to perform the task they are externally commanded
to carry out [96–98]. Finally, in the highest or cognitive level, one
could even resort to more autonomous approaches involving moti-
vational systems within cognitive architectures [99,100] that seek
to allow the robot to decide what tasks it needs to perform and
then learn the appropriate skills. In this level the problem the robot
would face would be that of lifelong open-ended learning.

From another, more traditional, point of view, research in
robotics is often organized with regard to categories of skills
desired from the robot. In this categorization we can go from basic
low level skills, such as trajectory generation issues, to the acquisi-
tion of particular interaction skills or to the analysis of how to
achieve particular effects on the domain, including effects on
humans, through interaction with the robots. These last effects
include eliciting emotions or providing education to humans.
7.1. Physical interaction with humans

One of the main goals of robotics is to assist people with disabil-
ities [82]. In this sense, a robotic system consisting in a motorized
circular rail that generates the motion of two carts with an RGB-D
camera (depth sensor) can track a person’s physical rehabilitation
exercises from two points of view and his/her emotional state from
one of these viewpoints. Moreover, the problem of trajectory gen-
eration and planning aimed at assisting dependent people at home,
can also be tackled with a quadrotor that includes a vision system
[80]. The solution includes a trajectory planning algorithm that
allows the UAV (unmanned aerial vehicle) to position itself in order
to capture images of the dependent person’s face. These images are
later processed by a base station to evaluate the person’s emotional
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state, together with his/her behavior, thus determining the assis-
tance needed in each situation.
7.2. Emotional interaction

Going up into the interaction realm, one of the next barriers in
robotics is to provide sociable robots with the ability to fully
engage in emotional interactions with users. In this line, in Ref.
[83] authors propose a real-time emotion recognition system using
a YOLO-based facial detection system and an ensemble CNN. The
field of human-robot interactions (HRI) will benefit from a broad-
ened understanding of brain emotional encoding and thus,
improve the capabilities of robots to fully engage with the user’s
emotional reactions. In Ref. [84] authors propose a methodology
for real-time emotion estimation aimed for its use in the field of
HRI. On the other hand, and in the same line of endowing social
robots with natural interaction abilities, Ref. [101] addresses the
development of robotic dialogue skills.

This use of robotic systems to try to elicit human reactions can
be one step further and into more psychological, emotional
domains. An example is the work in Ref. [79], where the authors
present the results of a pilot test on the effectiveness of using a
robotic game or a conversation on achieving a higher self-
disclosure in people with visual and intellectual disabilities. They
implemented an interaction process with a NAO Robot through
games or conversation and their results indicate that during the
game-based interaction the participants used much longer self-
disclosing sentences in comparison with the to be conversation-
based interaction.

Finally, and reaching the higher level cognitive realm, Ref. [102]
studies motivation in autonomous robots. The latter work focuses
on the basic structure that is necessary for bootstrapping the initial
stages of multiple skill learning within the motivational engine of
the MDB (multilevel Darwinist brain) cognitive architecture (see
Fig. 10. Motivational engine diagram of t
Fig. 10). Taking inspiration from a series of computational models
of the use of motivations in infants, they propose an approach that
leverages two types of cognitive motivations: exploratory and pro-
ficiency based. They postulate that these make up the minimum
set of motivational components required to initiate the unre-
warded learning of a skill toolbox that may later be used in order
to achieve operational goals.
7.3. Education and social robots

Robotics have proved to be a very attractive tool for student
specially in STEM areas that involve active exploration. Neverthe-
less, learning activities with robotics kits are usually isolated from
official curriculum and no evaluation about the learning outcomes
of students are provided. The work in Ref. [103] presents IDEE, an
integrated learning environment which uses robotics as a learning
tool for a physics laboratory (see Fig. 11). Students in IDEE have to
achieve certain learning goals or skills when solving physics prob-
lems. On the basis of students’ skills, IDEE shows certain hints to
help students and teachers, in supporting the students’ learning
process.

Another example of the use of robots in education is the work in
Ref. [50] that develops a tool to support education through social
interaction. Authors use in their research, facial recognition of
emotional expressions, aimed at improving ARTIE, an integrated
environment for the development of affective robot tutors. A Full
CNN model has been trained with the Fer2013 dataset, and then
validated with another dataset containing facial images of primary
school children, which has been compiled during computing lab
sessions.

Social Robots is other emergent area in robotics, not only in
education but also in several areas of interaction with humans.
Ref. [43] uses the combination of CNN and statistical classifiers
to create a long-term semantic memory that is capable of learning
he MDB cognitive architecture [102].



Fig. 11. General architecture of IDEE integrated learning environment [103].
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online. To validate this hypothesis, the authors have implemented
a long-term semantic memory in a social robot. The robot initially
only recognizes people, but, after interacting with different people,
it is able to distinguish them from each other. The advantage of
their approach is that the process of long-term memorization is
done autonomously without the need for offline processing. When
a Social Robot is deployed in a service environment it has to man-
age a highly dynamic scenarios that provide a set of unknown cir-
cumstances: objects in different places and humans walking
around. These conditions are challenging for an autonomous robot
that needs to accomplish assistive tasks. Ref. [104] proposes the
use of a probabilistic Context Awareness System that provides a
set of belief states of the environment to a symbolic planner
enabling PDDL (Planning Domain Definition Language) metrics.
The Context Awareness System is composed by a DL classifier to
process audio input from the environment, and an inference prob-
abilistic module for generating symbolic knowledge. This approach
delivers a method to generate correct plans efficiently.

7.4. Industrial robotics

Industrial Robotics is, obviously, an important part of robotics
research, as we can see in the following contributions. Despite that
the work in Ref. [105] is not a robotic specific contribution, naviga-
tion is still an open problem in robotics. In their paper, the authors
propose a method able to provide a robust user heading as a result
of detecting the relative position of the mobile phone with respect
to the user, together with a heuristic computation of the heading
from different Euler representations. They also have performed
an experimental validation of their proposal comparing it with
the Android default compass. The results confirm the good perfor-
mance of this method.

Drones are also an emergent area in robotics. In Ref. [106] a
Qdash-learning control strategy is proposed for a system consisting
of a UAV lifting a damped pendulum from the ground. This
dynamic system is highly nonlinear and thereafter, it represents
a challenging task to get a smooth and precise behavior. Aerial
transportation of a pendulum in a stable way is a step forward in
the state of the art, which permits to study the delivery of different
deformable linear objects.

The deployment of Industry 4.0 will achieve great aims regard-
ing production rate, control, data analysis, cost, energy consump-
tion and flexibility. However, robots, machinery and knowledge
needed could lead to a social problem for those operators who
are not prepared to face such big technology challenges. To pre-
serve this emerging paradigm’s balance, researchers and develop-
ers must consider using intelligent human–machine interaction
capabilities before building novel industry deployments. Ref.
[107] introduces a smart gesture control system that facilitates
movements of a robotic arm with the aid of two wearable devices
(see Fig. 12). By using this kind of control system, any worker
should fit into the new paradigm where some precise, hazardous
or heavy tasks incorporate robots. Furthermore, their proposal is
suited to industry scenarios, since it fulfills fundamental require-
ments regarding success rate and real-time control as well as high
flexibility and scalability, which are key factors in Industry 4.0.

Another industrial use of robotics that have achieved some
importance in recent years is agriculture. In Ref. [108] the design
and verification of the GREENPATROL localization subsystem is
described. GREENPATROL is an autonomous robot system intended to
operate in light indoor environments, such as greenhouses, detect-
ing and treating pests in high-value crops such as tomato and pep-
per. Their proposed localization subsystem (see Fig. 13) consists of
two differentiate parts: (1) an absolute localization module which
uses precise positioning GNSS (global navigation satellite system)
techniques in combination with the robot proprioceptive sensors
(i.e. IMU and odometry) with an estimated position error, and (2)
a relative localization module that takes the absolute solution as
input and combines it with the robot range readings to generate
a model of the environment and to estimate the robot position
and heading inside it.

Finally, transportation and logistics, an important area of world
economics, is represented by the work in Ref. [109]. In their
research, authors attempt to build a user interface for controlling
a group of omnidirectional robots to realize the transportation of
convex shape edge objects. Their method establishes a manual
guidance to the robots initial positions, initializes the collective
grasping/lifting process and finally, provides the user with a high
level control over the velocity of the load during transportation
to the required destination. The hardware and software structure
of the system are described and simulation is performed to convey
the data from the robots sensors.
8. Machine learning applied to big data analysis, processing and
visualization

One of the best known applications of ML techniques to Big
Data is the analysis of the information coming from social net-
works [110]. The general public has found with surprise that some
human behavior tendencies can be predicted from human activity
in those social networks. Other applications of ML which have a



Fig. 12. Architecture of gesture control system [107].

Fig. 13. GREENPATROL software architecture diagram [108].
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paramount social relevance include health care enhancement by
exploitation of clinical data [111]. In this way, doctors and other
health professionals can benefit from predictors generated by
supervised learning algorithms [112].

Among the myriad of methodologies which comprise ML, DL of
ANN architectures stands as one of the most successful. The capa-
bility of deep networks to analyze large volumes of high dimen-
sional data has led to extraordinary results in image processing,
computer vision, natural language processing, speech recognition
and remote sensing [113,114]. The key to these achievements is
the automated feature learning which deep networks exhibit. This
liberates the practitioner from the need to produce a set of hand
made features [8]. Therefore, the work to be completed by the
human is reduced. Moreover, significant features are discovered
by the machine that humans may never be able to find out. In other
words, deep networks can reach solutions to pattern recognition
tasks that humans would never come up with.

Visual data analysis is often carried out with the help of a par-
ticular kind of deep networks, namely CNN. They comprise convo-
lutional layers which adaptively learn convolution filters that
recognize significant features of images and videos. This way visual
information can be understood by the machine [115]. The initial
neural layers in the architecture learn low level features like edges,
while subsequent layers discover high level features and concepts,
so that representations of objects parts and object types can be
learned from visual data sets. CNN are instrumental in medical
image analysis [116,117], among other visual understanding
applications.
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8.1. Processing large datasets

The automated processing of large volumes of georeferenced
positional data is instrumental in the analysis of complex human
behavior. This is illustrated in Ref. [118], where a Geographic Infor-
mation System (GIS) is employed as a framework to run realistic
simulations of urban environments of the city of Quito (Ecuador).
The simulations model the social and public health consequences
of the abandonment of dogs. The authors propose a set of simula-
tion specifications and features. Then the simulation results are
analyzed and validated, including the interactions among the rele-
vant agents and the effects of those interactions. It is concluded
that a higher level of social awareness about this problem is
required to solve it by attaining a balance among the interests of
the intervening agents.

Large image content repositories are being used in many fields
which has created an ongoing demand of image retrieval systems.
The procedure of automatically retrieving images by the extraction
of their low-level visual features (color, texture, shape proper-
ties. . .) is called Content Based Image Retrieval (CBIR). A CNN for
feature extraction to address the CBIR issue has been presented
in Ref. [119]. The proposal is based on computing the class proba-
bility vector of an image and employ it as a vector of representative
features. After that, a suitable distance measure is used to compute
the dissimilarity among the test image and the images stored in
the image database from which similar images are to be retrieved.

Moreover, the use of high quality medical images in large data-
sets is essential for the diagnosis of diseases. One important image
modality is magnetic resonance (MR), whose resolution in the
acquisition depends on several technical and human aspects.
Super-resolution is a technique to enhance the resolution of MR
images using the information of the image itself or the learned fea-
tures of large image datasets, as DL based methods do. Most of
these CNNs are based on the minimization of the residuals using
the squared Euclidean cost function. Ref. [120] proposed a novel
optimization algorithm for CNNs based on the p-norm, where p
is the exponent of the norm, which can reduce the effect of outliers
and improve the convergence of the network. The use of values
p < 2 reduces the influence of extreme values of the residual error,
i.e. badly measured training samples, and both the loss function
and the final generated high-resolution image yield better out-
comes than the usual squared Euclidean norm.

8.2. Video surveillance systems

An important issue in the video surveillance systems is the
background modeling and foreground detection. The performance
of many proposals which address that problem is strongly corre-
lated to the level of noise present in the video. However, the seg-
mentation method proposed in Ref. [121] can reduce the effect of
a heavy Gaussian noise satisfactorily. Each video frame is orga-
nized into several shifted patches (tilings) and a set of significant
features is extracted from each patch. A trained stacked de-
noising autoencoder, which is an unsupervised DL NN, is employed
for unsupervised feature extraction due to its ability to provide rel-
evant visual features.

The detection of anomalous objects is another fundamental task
in video surveillance. Many DL approaches have been developed
requiring high power consumption due to the use of GPU-
accelerated techniques. The DL based detection system proposed
in Ref. [122] is implemented in micro-controllers achieving a low
cost surveillance system for panoramic cameras. Instead of an
exhaustive scan of the full image, the decision about which win-
dow of the image is analyzed at each time instant is based on a
probabilistic mixture of a uniform and a Gaussian probability dis-
tributions. Thus, the uniform component represents the unin-
formed fully random selection and the Gaussian helps to
generate the next window close to where an anomalous object
was previously detected. A trained CNN was implemented in a
Raspberry Pi through the Microsoft Cognitive Toolkit, providing a
high performance detection system for security tasks.
9. Machine learning in neuroscience

Currently, data acquired in biomedical studies has singular
characteristics that difficulties the processing in exploratory or dis-
criminative analysis. Moreover, classical statistical methods not
always offer the necessary tools to cope with these difficulties in
the search, for instance, of specific disease or disorder patterns.
In addition, the hybridization of different ML methods can help
to address specific difficulties or to improve the models provided
by classical algorithms. On the other hand, DL-based methods are
gaining popularity in the last years due to the good results pro-
vided especially in the field of image processing, where classical
alternatives have been overcame.

Machine learning in neuroscience covers different aspects,
regarding several bio-signal modalities and techniques applied to
exploratory and discriminative analysis. As an example, the appli-
cation of ML methods to neuroimaging processing have allowed to
improve the diagnosis accuracy of the PD using 3D DatSCAN-SPECT
images. Its diagnosis usually relies on visual analysis of Single Pho-
ton Emission Computed Tomography (SPECT) images acquired
using 123I � ioflupane radiotracer to detect a deficit of dopamine
transporters at the striatum. This way, PD can be differentially
diagnosed by detecting a dopaminergic deficit in PD patients with
respect to Controls (CN) or other diseases presenting similar symp-
toms. Several Computer-Aided Diagnosis (CAD) tools based on sta-
tistical techniques have been developed [123,124]. Moreover, the
use of deep neural networks in the last years for image processing
and classification has provided a new opportunity to improve pre-
vious CAD systems based on statistical learning techniques [125–
127]. In addition, ML and DL methods can be boosted by training
them with specific features.

DL techniques, can be also used for Functional Magnetic Reso-
nance Imaging (fMRI) processing to compute complex models of
functional connectivity. Moreover, DL allows to extract representa-
tive features in other brain disorders that are traditionally very dif-
ficult to diagnose such as the Autistic condition. Functional
connectivity can be estimated by measurement of correlation
between time-series of blood oxygenation level dependent (BOLD)
endogenous contrast estimated from brain regions whilst in rest-
ing wakefulness has been demonstrated as a reproducible mea-
surement on an individual basis [128]. Additionally, the use of DL
architectures to reveal patterns requires the use of specific tech-
niques to inspect how the DL black box is working and the features
it is learning from the input data.

The use of ML techniques has revolutionized data processing
providing new and powerful tools to exploit the data in search of
complex patterns, which has been proved to be effective even with
noisy [129], incomplete [130] or unbalanced data [131]. However,
studies that explore these techniques to reveal their limitations
and the conditions in which they are effective, provide very inter-
esting information for the data processing scientific community.

9.1. Processing neuroimaging studies

Preprocessing methods in neuroimaging result very important
to the performance of classification and feature extraction algo-
rithms, as well as for visual inspection of the images. Thus, Ref.
[132] presents a comparison between affine and non-affine meth-
ods for spatial normalization of I½123�-FP-CIT images which funda-



Fig. 14. Isosurfaces computed from PPMI DatSCAN image, corresponding to a
normal/control subject.
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mental to match equivalent areas of the brain from different
subjects.

PD diagnosis using neuroimaging is addressed in Ref. [1], which
presents a method to classify DatSCAN images using a CNN)
trained with the isosurfaces computed from the images as shown
in Fig. 14. The extracted isosurfaces provide descriptive features
to model the striatum shape. Moreover, isosurface images have
been used as input of the CNN outperforming the classification per-
formance provided by DatSCAN images and allowing the computa-
tion of regions of interest by means of the CNN saliency and
activation maps.

DL techniques are also used in Ref. [133] with application to
autism disorder diagnosis. In this work, authors compute the func-
tional connectivity as the correlation between time-series of BOLD
for different brain regions. Subsequently, the correlation matrices
are used as input samples on the CNN shown in Fig. 15. The sal-
iency maps obtained provide very interesting and useful informa-
tion regarding the differences between typically developing
controls and Autism.

Finally, [134] presents a method for automatic analysis of
behavioral variables of laboratory rats to describe their activity,
based on ML and image analysis techniques. This work present a
set of experiments to investigate whether rat strain influences
the behavioral and physiologic measures typically used to assess
stress responses.
Fig. 15. Neural Network used in Ref. [133], based on BRainNetCNN.
9.2. Multivariate pattern analysis in EEG signal processing

Classical EEG signal processing techniques along with multi-
variate pattern analysis is used in Ref. [135] to decode conflict-
related neural processes associated with congruent or incongruent
events in a time–frequency resolved way and determined how dif-
ferent frequency bands contribute to the overall decoding accuracy
by means of a linear SVM.

Novel advances related to EEG processing include [136], where
correlation between EEG spectrum in the typical EEG bands (Delta,
Theta, Alpha, Beta and Gamma), are used to infer functional con-
nectivity patterns that reveals differences between controls and
dyslexic subjects. Unlike classical experiments in this area, non-
interactive auditory stimuli have been used in this work. Example
of connectivity matrices obtained with the proposed method are
shown in Fig. 18. In the framework of the same research, [137] pro-
vides an exploratory analysis on the differences between EEG
channels in each band, by means of the spectral coherence. This
reveals the most relevant channels according to the difference in
the frequency response as shown in Figs. 16 and 17. Moreover, this
work proposes the use spectral descriptors for each EEG band along
with a one-class SVM to classify subjects into controls and dyslexic.
10. Neuroscience applications

The knowledge accumulated on the cortical EEG activity has
been intensively used in the design of BCI, a one-way path to the
moment, although the reverse way (from outer world to brain)
has become also an important target for present and future
research. Other fields of research are the development of reduced
electrode count dry EEG interfaces not requiring from conductance
enhancing substances to be used in rehabilitation or substitutive
biomechanical structures for artificial ankles, knees, hips, wrists,
elbows or shoulder joints. On the one hand, the availability of BCIs
have facilitated the growth of corroborated studies in which brain
cognitive and/or sensory-motor activity is augmented by EEG
records to base causative relationships which may be on the back-
ground of cognitive and neuromotor human activity. In this way
studies on endocrinal control of heart function, elevated blood
pressure, chronic stress, depression and other psychophysical dis-
eases affecting well-being and underlying diseases are being inves-
tigated [138]. On the other hand the intensive research conducted
during the past decade has produced outstanding results in detect-
ing the elementary neural processes behind fundamental human
activity in cognitive processes as learning, decision-making, aging
and neurodegeneration, among the most relevant ones [139].
10.1. Brain-computer interfaces

Simple BCI based on an EEG can detect alpha and beta EEG
bands on Fp2 and O2 electrodes known to be associated with open
(oE) or closed (cE) eye states [4,140]. The detection is based on the
ratio between the average power of alpha and beta bands, which is
compared with a threshold obtained from averaging both maxi-
mum cE and minimum oE ratios [141]. The results show estima-
tions of this threshold applying different time windows for
different subjects for off-line experiments. On-line ones consisting
in sessions of 277 s long show good performance scores in detect-
ing the oE and cE conditions. The authors propose using this simple
BCI in domotic applications where the wide-awakeness state of a
subject is to be monitored, as in patients with impaired mobility.

Motor imagery tasks-based BCI system finds applications for
disabled people to communicate with surrounding [142]. The
methodology used is based on two types of EEG features: on the
one hand event-related synchronization-desynchronization is used



Fig. 16. Average activation patterns computed for 2 Hz stimulus by different bands for Controls and Dyslexic subjects.

Fig. 17. Most relevant relationships between EEG channels for Theta band,
according to the features selected by the ‘1-SVM.
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based on relative power spectra scattering over a given period of
time; on the other hand functional connectivity estimation was
used to evaluate a weighted phase locking index from continuous
wavelet transform coefficients between each two channels present
in the EEG. The results were presented in terms of plots by fre-
quency bands in time and channel when conducting each motor
imagery task on the scalp map.
Fig. 18. Mean connectivity matrices per gr
A BCI application based on the BCI2000 system in Ref. [143]
focuses its attention on assessing differences in activation of both
hemispheres in stroke survivors during a motor task usually
employed for BCI control. To perform this undertaking, it is neces-
sary to increase the knowledge about EEG changes in ipsilateral
and contralateral limb movements during motor control. The study
sample consisted of stroke male patients and healthy male partic-
ipants and the experimentation was carried out in a single session
which was divided into two sub-tasks. The authors reported that in
the affected hemisphere of stroke patients, there is a significant
Event-Related Desynchronization (ERD) in alpha and beta bands
more marked when the using contralateral (affected) hand than
using the ipsilateral (non-affected) hand. However, the time–fre-
quency analysis of EEG shown the presence of a significant ERD
in alpha and beta bands, clearly more marked than in the affected
hemisphere, without differences between hands in the unaffected
hemisphere of stroke patients. Therefore, it is possible to control
the BCI system with signals obtained from both hemispheres,
appearing significant differences between them and implying dif-
ferent physiological mechanisms that might be relevant for BCI
implementation.
10.2. Gamification

Beyond BCI, gamification and usability techniques were consid-
ered to empower the improvement of communication between
player/user and Aided Communication Devices [144]. This work
oup and feature under the same scale.
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focuses its attention on the use of different devices to assess the
hand-wrist movement on a normative population. This approach
is based on designing and development a first-person racing video
game. The From this novel methodology, biomechanical indicators
were gathered. Non-parametric statistical methods were used to
evaluate and distinguish the three different aging clusters (young,
mid-age and elder people). The study involved thirteen volunteers
divided into two groups (control group - nine individuals, and con-
trast group – four individuals). The first group used a lightweight
device (smartphone), while the second group used a heavier device
(tablet). The outcomes achieved were presented on a set of tables
and graphical plots. The key reportings are that the third group
(elder players) obtained the highest difference with respect to
the two other groups, independently the device used. However,
the device weight should be taken into account to carry out this
kind of activities. The following step is testing this methodology
with people diagnosed with PD.

One of the most important issues in this topic is the connection
between spatial and numerical cognition as the basis of mathemat-
ical cognition and academic achievement. A twofold strategy to
improve numerical skills through spatial cognition is proposed in
Ref. [145] on game-based learning and technology enhanced learn-
ing: Velocicards and Flatlandia creatures. The basis for the study is
the approximate number system ability in humans, a cognitive sys-
tem that supports the estimation of set cardinality without resour-
cing to numbering or using symbols, strongly linked to spatial
cognition abilities, and active since very early in life. The existence
of a strong connection between spatial and numerical cognition
and the number interval position effect can be exploited in predict-
ing school achievement and success as in the development of writ-
ing and calculation skills. It proposes a game-based learning
framework designing an educational approach which promotes
spatial and numerical skills by Velocicards, an application to
strengthen numerical abilities, by selecting cards with different
codes favoring the transition between analogical representations
and symbolic ones, helped with collection of statistics. Within
the same framework, Flatlandia creatures are building blocks of
different geometric features, helping to create links between the
physical and digital worlds stimulating mental representation of
spatial elements. See related work in Refs. [146,147].

10.3. Cognitive neuroscience

Investigations on the capacity of perception, reasoning and
action in spatial coordinates in the identification of visual and spa-
tial relationships among objects, to enable subjects to interact with
the surrounding world, is crucial in Cognitive Neuroscience (CN).
This understanding will allow the correction of spatial cognition
problems by assessing visuospatial abilities, as target identifica-
tion, object perception and multidimensional spatial relationship
understanding, with specific focusing in the visual system. The
platform ETAN [148] for the assessment of visuospatial abilities
by means of technology enhancement is introduced, allowing the
immediate physical interaction with external world stimuli by
arms and hands using small disks detectable by a video camera
tracing the tokens on a specific desk. Three types of arrangements
were simulated: normal, unilateral spatial neglect, and other
unspecific anomalous arrangements. SVM is used to classify and
discriminate normal from abnormal dispositions.

A new interesting psychophysical property of the number inter-
val bisection task is the number interval position effect (NIPE). In
Ref. [149] a quite cognitive character to explore the NIPE in chil-
dren and adults is studied. This effect manifests in the task of num-
ber interval bisections where human participants show a
systematic error bias, which is linked to the position occupied by
the number interval within a ten. To study this numerical cognition
effect simple arithmetic questions are proposed to human partici-
pants demanding an immediate response, as identifying the natu-
ral number that divides equally a numerical series delimited by
two natural numbers (bisection task). An artificial model is pro-
posed to explain the effect, based in neuronal principles, implying
that basic numbers are encoded in an a-modal way by distinct neu-
ral groups, and that neural elaboration relies on energy transfer
between neural groups through networks provided with a proba-
bilistic winner-takes-all strategy [147].

Moreover, CN systems and tools for modeling and measuring
creativity is a prospective topic for the analysis of creative associ-
ation [150]. The basis of the research is the Remote Associates Test
(RAT) as a measure of the associative factor in creativity, summa-
rized in the CreaCogs framework, proposing processes to solve
associative related tasks, creative use and object inference. In addi-
tion, a visual adaptation of the RAT to integrate visual and linguis-
tic performance was proposed following the methodology
described in Ref. [150], and two separate studies were also con-
ducted to evaluate it. Correlation studies show how these cognitive
computation methods present a statistical association between the
construction of visual and linguistic tests to gain cross-modal
strength.

Finally, other studies in CN analyse the influence of the physio-
logical signals regarding cognitive states via the autonomous ner-
vous system [151]. In the latter work, the methodology is based
on the estimation of the low and high frequency bands over the
interpolated pulse-to-pulse intervals, using a smart wristband
Empatica E4. Kruskal–Wallis ANOVA, feature ranking and a multi-
layer perceptron were used to assess within and between group
comparisons (controls, slow, normal and fast breathing). In this
way, low and high frequency features of the breathing phase are
suitable for classification, although the cognitive parameters failed
in producing statistical significance even though results suggest a
statistical relationship between HRV and cognitive parameters
during slow and normal breathing. It can also be inferred that slow
breathing induces a relaxation state that slows down the reactivity
and enhances efficiency, producing the clearest changes in the
autonomous nervous system state, suggesting that breath control
could influence the efficiency of certain cognitive tasks.

10.4. Clinical neuroscience

A central paradigm in modern neuroscience is that anatomical
and functional connections between brain regions are organized
in a way such that information processing is near optimal [152].
As an example, functional connectivity, which is defined as the
temporal dependency of neuronal activation patterns of anatomi-
cally separated brain regions, reflects statistical dependencies
between distinct and distant regions of information processing
neuronal populations [152].

To assess connectivity, several experimental frameworks, such
as the estimation of transcraneal direct current stimulation effects
on the mobility of distal limbs active in gait [153], are demon-
strated to be valid. The latter technique is based on stimulating
subjects with low levels of direct current between an anode–cath-
ode fixture on the scalp, estimating the connectivity among the
stimulation areas and the supplementary motor area, the primary
motor cortex, the primary somatosensory cortex and the premotor
area from EEG signals measured on the electrodes associated with
these mentioned areas is being described. The study involved eight
subjects, four of them labeled as ‘active’ ones and four of them
taken as ‘neuter’ (controls). The connectivity study was based on
partial directed coherence on the theta, alpha and beta bands
[154], manifesting a differential behavior of active vs neuter sub-
sets in the stronger aligned connectivity, shown on electrodes C4
and Cz. Possible clinical applications of this stimulation technique



Fig. 19. Composition of the EEG signal from different frequencies (oscillatory activities). Five classical physiological bands are shown for the same raw EEG signal: delta (1–
3 Hz); theta (46 Hz); alpha (7–13 Hz); beta (15–25 Hz); and gamma (35–45 Hz). These basic EEG bands are assumed to reflect different functional processes in the brain [155].
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are in impaired distal limb rehabilitation, as in gait. In the Fig. 19, it
is depicted an example of the composition of the EEG signal form
different frequencies.

Another clinical application is supporting the practice of anes-
thesia in peripheral nerves, e.g. based on the visualization and pro-
cessing of nerve paths in ultrasound imagery [156]. This tool
allows the application of different image processes for the
enhancement of the representations. These include diverse image
filtering methods, as average, Gaussian or Bayesian, and what they
call a Super-Resolution tool, performing an increase in the resolu-
tion by a user-adjustable factor. The authors present several
methodologies to implement HAPAN. The system efficiency is
measured by the average execution time of the algorithm and sim-
ilarity coefficients [156].

Finally, connectivity is also involved in the development and
implementation of computational models of different types of
visual neurons [157]. The goal is to design a tool enabling the inter-
face of the models with a visual neural prosthesis and creating nat-
ural electrical stimulation patterns, specifically targeted to the
Utah cortical visual stimulation arrays. In this sense, we need to
design and integrate models of neural function, psychophysics, sig-
nal processing and neural encoding, for their application in a work-
ing pipeline, leading to advance the development of cortical visual
prostheses. Vision models were based on retinal processing mod-
els; stimulation and control API’s, communication with the Neural
Compute Stick from Intel, and helper functions as filters on elec-
trode mapping compose the software framework. The stimulation
control capability of the system has been tested using ganglion cell
firing responses to different light patterns deployed on a neu-
rostimulator control simulator, on its turn, the retina model has
been defined normalizing the ganglion cell model weights on a
DL model.
Fig. 20. Prevalence is expressed as the percentage of the population that is affected
by the disease. Shading indicates 95% uncertainty intervals [159].
11. Biomedical applications

Nowadays, biomedical applications are trending topics in con-
temporary research. New devices, approaches, techniques or toolk-
its are some advances in this research area. The main feature of this
field is the degree of interdisciplinary between diverse profession-
als. For instance, the application of medical principles joins to
design and develop of new approaches or tools that require the
conjunction of engineers, physicians, mathematicians and speech
therapists, among others. Bioinformatics, biomechanics, biomateri-
als, medical devices, rehabilitation engineering are only some of
the different fields that belong to biomedical applications. These
applications allow advancing in health care treatment, including
monitoring, diagnosis or even therapy [158]. When discussing
biomedical applications the areas involved are numerous and
diverse. One of the biomedical areas that has received considerable
attention over the last decade is neurodegenerative disorders, such
as PD or AD. Indeed, the number of patients with PD is expected to
double in twenty years and will triple around 2050 [159]. In the
Fig. 20 is depicted the prevalence as the percentage of the popula-
tion that is affected by the disease. Shading indicates 95% uncer-
tainty intervals.

On the other hand, our current life style is frantic and stressless.
For this reason, heart attacks, and strokes are very common health
threats too. Since 2006 yearly, the American Heart Association
(AHA) brings together the most up-to-date statistics related to
heart disease, stroke, and other cardiovascular and metabolic dis-
eases and presents them in its Heart Disease and Stroke Statistical
Update in conjunction with the Centers for Disease Control and
Prevention, the National Institutes of Health, and other govern-
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ment agencies due to the relevance of this kind of health problems
in USA and over the world [160].

11.1. Neurodegenerative disorders

Patient’s neuromotor functionality in relation to PD is assessed
by the use of neuroacoustical stimulation with binaural beats and
its observable effect on phonation [161]. The main approach is
based on stimulating with two kinds of signals, active or non-
active. A set of acoustic features were extracted such as jitter,
shimmer, biomechanical unbalance, and tremor in different bands.
A cohort of 14 volunteer speakers in stages 1 and 2 of the Hoehn &
Yahr Scale [162] were recruited. Each patient was submitted to two
neuroacoustical stimulations (pre and post-stimulus) with a mini-
mum separation of seven days. Results from a single male speaker
showed statistical relevance. Four speech recordings were used
and the segments of the vowel [a:] were analyzed. It seems that
a clear positive effect was produced by neuroacoustical stimulation
in the phonation neuromotor stability of the PD patients.

On the other hand, information theory fundamentals and com-
mon statistical tools can be applied to differentiate and score PD
speech on phonation and articulation estimates [163]. To this pur-
pose, a speech corpus is divided into three groups of individuals:
the first group consists of PD patients, the second group is com-
posed of age-paired healthy controls, and the last group is inte-
grated by mid-age normative subjects. A sustained vowel [a:]
was used to assess the capability phonation stability between PD
patients and age-paired healthy controls within the same age
range, concerning a normative reference set considered the golden
standard regarding maintained phonation. Vowel utterances by 8
males and 8 females from the three groups were extracted and
used in the analysis. Based on the mutual information between
two given probability density functions, they were able to distin-
guish PD, aging healthy controls (HC) and normative subjects. Any-
way, further validation including the effects of laryngeal pathology
cases, which is known to strongly alter the phonation profile is
required in future research.

11.2. Heart, eyes and genomics

One of the major clinical contexts in which algorithms for
biomedical signal processing are designed, is diagnosis. As an
example, the use of continuous wavelet transforms on the Electro-
cardiography (ECG) signal is evaluated in differentiating the heart
rate produced by non-ischemic events from ischemic episodes
[164]. Randomly chosen patient records from an open-source data-
base (Long Term ST Database) were used in the study. From these
data, a set of episodes were selected to carry on the evaluation. The
duration of each record ranged from 48 to 4710 s, with 52 ischemic
and 25 non-ischemic related episodes. This technique provided fre-
quency as well as time information. The result scores were 86.64%
in sensitivity and positive predictability, respectively.

Another study in signal processing and diagnostics [165] pro-
poses a method to automatically locate and segment the optic disk
and the excavation in retinal fundus images to determine normal
from glaucoma-affected eyes in the clinical evaluation. The
approach is based on a fast and efficient morphological image anal-
ysis and a frequency-based implementation of active contours. The
fundus images were acquired by means of a Topcon TRC-NW400
non-mydriatic retinal camera. The main advance in Ref. [165]
was the use of an efficient frequency-based implementation of
parametric active contours, which are time-varying curves widely
used in image processing for describing boundaries of objects.
Usual applications are segmentation and tracking of structures of
interest within the image. Two main traits, ISNT and CDR, were
considered. The first one explains the regular morphological shape
of disc rim thickness eye, and the second one is cup-to-disk ratio
which is used in ophthalmology as a measurement to assess the
evolution of glaucoma. The results automatically obtained were
compared with the values of CDR provided by two expert ophthal-
mologists and found to be analogous.

Finally, in the field of genomics [166] focuses on describing
research on a tool for the guided and safe composition of pipelines
to treat a specific kind of sequence in RNA-proteins. Specifically,
Photo-Activable-Ribonucleoside-enhanced-CLIP (PAR-CLIP) was
proposed to achieve a single-nucleotide resolution. A critical step
called, peak calling, is used in the analysis of PAR-CLIP sequences.
This study dives into general data processing and several algo-
rithms of peak calling used in PAR-CLIP sequences that helps to
put together the heterogeneous pieces of the puzzle. In this sense,
the research work presents BIOTHINGS, a tool that enables the
seamless construction of PAR-CLIP sequence treatment pipelines.
12. Care and well-being applications

This area of research represents a variety of AI applications for
personal and professional services, demonstrating how artificial
intelligence technology is addressing the needs of individuals and
society. Large and mid-size enterprises are intensifying the use of
ML and AI in their products, taking advantage of the opportunities
these technologies present to perform advanced analysis on big
data sets and to improve the performance of their products and
services.

The topics are grouped under three themes: AI in mobile devices,
AI at home, and AI in education. Fig. 21 shows an overview of these
topics. A ‘‘mobile device” is a generic term used to refer to a wide
range of devices that allow people to access data and information
from anywhere at any time. These devices include laptops, smart-
phones, tablets, wearables, etc. Most of us carry mobile devices,
and thanks to better sensors and network connectivity, these
devices are being used for an increasingly wide range of applica-
tions. We will highlight three fields of application in this section:
efficient scheduling for mobile computing, pedestrian absolute
positioning, known as ‘‘dead reckoning” for indoor localization,
and gesture control with wearable devices for human–machine
interaction.

Due to the increase in demand for ubiquitous computing and
the fact that most user requests have time constraints, real-time
scheduling mechanisms must be employed. Usually, scheduling
algorithms are divided into two types: input task schedulers
(scheduling the requests received from users or sensors) and out-
put task schedulers (scheduling the results or services obtained
through the execution of input tasks). In this domain of complex
real-time systems, AI appears to be an effective approach to coping
with real-time decision making [167,168]. Several AI techniques
have been proposed to guarantee that time and resource require-
ments are met. Some of these techniques [169,170] are expected
to be the backbone upon which complex real-time systems can
be built. An architectural model that includes a high-level AI plan-
ner, a low-level real-time scheduler, and an appropriate interface
between the two [168,171] appears to be suitable if we want to
achieve real-time predictability and to cope with increasingly com-
plex problem solving.

The ability to track people and equipment indoors has applica-
tions in many areas, such as hospital tracking of patients, visitors
or employees, or for retail stores to customize displays, collect
shopping patterns, assist customers in finding products, etc. One
of the solutions explored in the past is the double integration of
the observed acceleration of the smartphone. However, double
integration rapidly accumulates errors from the high-noise
accelerometers. Some works [172,173] focus on correcting the
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measurements in order to reduce the accumulated error, but these
approaches make several assumptions, such as that subjects
always walk on a flat floor. Most existing approaches for heading
estimation [174,175] using PDR assume that the misalignment
between a device’s forward direction and the user’s heading
remains constant. This does not work when the phone is in a
pocket, though, since the yaw angle will change dynamically even
when the pedestrian is walking straight ahead. In the case of the
magnetometer, the magnetic field is strongly perturbed by sur-
rounding artificial fields [176].

12.1. AI in mobile devices

In the case of AI for mobile devices and mobile computing,
scheduling is one of the classic problems in real-time systems.
The work presented in Ref. [177] focuses on the evaluation of an
AI planner in mobile broadcasting. The real-time scenario chosen
for this evaluation is based on the Adaptive Hybrid Broadcast
(AHB) model [178,179].

The multi-level scheduler is divided into: i) High-level sched-
uler (HLS): responsible for determining the requests to be serviced
from among all requests received and the specific data units to be
transmitted for each request and ii) Low-level scheduler (LLS):
responsible for generating a schedule of all the data units that
are going to be broadcast. The results show that the incorporation
of AI in the real-time scheduler improves its performance, adap-
tiveness and responsiveness. Next steps in this area include ML
techniques to further improve the performance of the HLS.

In the context of heading estimation in walking recognition
[105] proposes a novel method which combines the processing of
inertial data with ML techniques and quaternion algebra to give an
accurate estimation of the user’s heading. A robust user heading
estimation is obtained whether the smartphone is carried in the
hand or pocket without making any assumptions or using more
information than that coming from the inertial sensors of the
device. First, using the 9-dimensional data from the 3 inertial sen-
sors (accelerometer, gyroscope and magnetometer), a quaternion is
estimated, which represents the attitude of the phone in the
inertial-Earth reference system (independent of the device pose)
applying Madgwick’s method [180]. Second, the relative position
of the device with respect to the user (hand, pocket, other) is com-
puted, using a SVM that is trained using features extracted from
the IMU. The best Euler angles are selected from the quaternion,
which represent the attitude of the phone and make some correc-
tions to the angles by taking into account the position of the device
with respect to the user.

The use of wearables for human–machine interaction via ges-
ture recognition is a particularly important topic, specifically in
the context of service robots. In Ref. [181] a fuzzy logic controller
is proposed for controlling a mobile robot using visual and depth
information provided by a Kinect2 device. In Ref. [182] a vision-
based system along with a 3-axis accelerometer is used for
human-robot interaction, proposing both static and dynamic ges-
ture recognition modules using artificial neural networks and hid-
den Markov models. In Ref. [6] two 3-axis accelerometers attached
to both wrists of an operator are used to control a robotic arm. One
is used for launching different kinds of interactions (static or
dynamic) while the other activates or deactivates the Human-
Robot Interaction (HRI) system. Different methods of receiving
the human controller’s information are also proposed in the litera-
ture, including vision [6,181,182] and natural language
[3,183,184].

As an example, in Ref. [107] presents the deployment of two dif-
ferent wrist wearable devices, as shown in Ref. [6], called Con-
trolaBLE and OperaBLE for the two wrists of an operator. Both
wearables are composed of a micro-controller, accelerometer,
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gyroscope and battery, and use Bluetooth Low Energy (BLE) con-
nectivity for controlling a robotic arm. A finite state machine of
possible interactions between the wearables and different interac-
tion states is then proposed. The hardware architecture is com-
posed of two Raspberry Pi 2 low energy programmable boards,
one in the user part of the pipeline and another in the final robotic
arm activating six servos. A motion recognition algorithm called
LoMoCa (Low Motion Characterization) is also proposed and exe-
cuted in the Raspberry Pi that receives the information from the
Bluetooth-connected wearables. Finally, commands are transferred
to the second Raspberry Pi to move the robot.
12.2. AI at home

Regarding the use of AI at home, Ref. [185] focused on the
indoor luminance level, which is affected by natural light, artificial
lighting and shading devices.A black-box method is proposed
based on a divide-and-rule strategy to determine natural illumina-
tion and artificial lighting separately. Natural illumination is esti-
mated by an ANN that receives an input vector with the
following components: date, hour, outdoor luminance, diffuse
radiation, global radiation, and blind state. Artificial lighting is
determined by a polynomial interpolation method, which manages
the voltage applied to regulate light intensity. The ANN structure
were composed of two hidden layers with 12 neurons each, and
a sigmoid activation function. ANN parameter estimation was
accomplished with a set of 57,000 measurements subdivided into
training (75%), validation (20%) and test (5%) sets, respectively.
The proposed system was validated under real conditions over a
period of time from March to July, obtaining a relative error of
1.7% on average.

In the context of personalized menus [186], the system Die-
t4You was originally proposed in Ref. [187], with new components
added this year for the generation of nutritional plans taking into
account user preferences and cultural factors. Diet4You is com-
posed of two main blocks. The first is the Nutritional Plan Genera-
tor (NPG), designed to provide a recommended nutritional plan for
a given person. The second one is the Personalized Menu Planer
(PMP), which is able to deal with additional restrictions, like med-
ical constraints (diabetics, food allergies), personal preferences,
and cultural factors. The reasoning mechanism is Case-Based Rea-
soning (CBR) [188], which reuses previous menu configurations,
corresponding hard constraints, and user preferences to meet a
personalized recommendation menu for a given user. The FNDDS
and FPED databases offered by the USDA (United States Depart-
ment of Agriculture) [189] are used as sources of knowledge for
the nutritional prescription.
12.3. AI in education

Finally, regarding the third and final topic, AI in education
(Fig. 21), aims to identify weaknesses in the learning progress of
students and to improve their lexicon of an individual as a result
of an educational process. Since a higher lexicon indicates a higher
understanding in a domain, early detection of missing lexicon in
students is key to identifying weaknesses in their learning pro-
gress. Studies on lexical availability include [190], which presents
a quantitative and a qualitative approach to lexical availability in
mathematics for a specific group of students.

For AI in education [191] introduced Lexmath, a platform that
helps describe and quantify a student’s lexicon in different mathe-
matical subjects. This platform collects data from students using
lexical availability tests. To correctly relate students and the differ-
ent Bayesian networks to be generated, three indexes are pro-
posed: number of different words, relative frequency, number of
words and number of tables of conditional probability. The method
consists of the following steps:

1. For every class, a Global Graph is created, taking into account all
the words mentioned in the class.

2. For every student, a list is created containing all the words the
student did not mention.

3. A subgraph considering each word the student did not mention
is built from the global graph.

4. Every subgraph is converted to a network removing edges
which belong to cycles, taking into account the frequency and
order for each node.

5. A priori probabilities are assigned to every network, obtaining
an a priori Bayesian network.

6. Evidence is added to every a priori Bayesian network. Evidence
corresponds to a word the student mentioned during the test.

7. A specific node is analyzed.
8. Nodes are ordered in decreasing probability of appearance, and

the result is informed as a group taking into account the ID of
the student.

13. Discussion and current trends

In this section we present some discussions related to the afore-
mentioned sections and the current trends and perspectives in
each field of research.

13.1. Models: Advancing in data science

Despite the progress made, it is necessary to continue looking
for more efficient and effective mechanisms, improved solutions
both in performance (decrease in the failure rate) and in cost (re-
sources, time, price, etc.). A possible line of action is to look for
hybrid models that combine the good qualities of the base models
to obtain more robust solutions, the ability to model and integrate
data, to work with datasets with imbalances or smaller, and in gen-
eral eliminating the deficiencies of the previous ones.

Another possible line of action is to look for new models that
have among their starting requirements to optimize new charac-
teristics, that are disruptive, and this brings new ways of address-
ing the problem. Narrow AI will continue to spread in this digital
age, as the infrastructure is very advanced and it will be relatively
easy to generate new applications.

Undoubtedly, one of the main challenges for the near future is
to create standard explaining tools that allow non-specialists to
understand AI decisions. This will certainly helps to increase the
acceptance of AI in society. Explainability of black box models is
one of the crucial aspects that should improve, especially, in criti-
cal domains. In the last three years, with the advent of XAI [33],
many authors proposed various techniques in this field [20].

A key to the design of newmodels in AI is the trade-off between
performance and complexity. A procedure for achieving such a
trade-off favorably is to increase the model complexity, which
allows for improvement in performance, while controlling or
assessing the generalizability of the system by proper statistical
methods. Optimally, this would maximize performance and mini-
mize variability of performance. However, this also depends on
the nature of the data being processed, and thus the selection of
a model architecture to achieve a given performance is a rule of
thumb, that is, one cannot expect it to be totally reliable for every
engineering and scientific application. Good examples of this fact
are the application of the well-known deep learning (DL) architec-
tures to specific scenarios, e.g. GoogLeNet, AlexNet, LeNet, or the
development of CAD systems using a fixed-complexity (i.e., linear)
SVM. In the latter case, the design of the system is more focused on
preprocessing and feature extraction and selection steps rather
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than the classification or prediction stages (unlike the DL-based
approaches).

On the other hand, open issues in fields such as systems inter-
operability, security, semantic analysis of human cognition, behav-
ior and organization, trust and reputation management, etc. seem
to be appropriate for hybrid models where ontologies must play
a fundamental role.
13.2. Ethology

Human computational neuroethology offers great challenges
and opportunities. The goal is to be able to set up a neuroetholog-
ical experimental capture system in almost any natural environ-
ment for a human, i.e. at home, at work, while easing
themselves, maximizing the ecological validity of the experiment
while preserving measurement and analysis accuracy. This is far
from being feasible currently, due to the still emerging wireless
EEG devices, and related devices based on near infrared
spectroscopy.

From the point of view of the applications, it is clear that such
experimental environment would be extremely useful for the anal-
ysis of a variety of neurodegenerative diseases, as well as the
assessment of the impact of treatments, which actually is done
on a qualitative basis. Neuroethological research can also be intro-
duced in the industry, in order to measure with precision the
impact of the workplace on the worker at the neural and postural
levels. In this regard, we are also involved in the study of such
effects in the framework of the mechanical machining when the
operator is working numerically controlled machines.

Fig. 22 illustrates this environment, where we use a wet wire-
less EEG to obtain the neural signal (upper left image shows a 3D
rendering of the brain activation in some specific band). The body
motion and pose is recorded by means of depth imaging (lower left
image of a kinect depth map), and inertial sensors (right image of
the Rokoko avatar). If such kind of studies can be translated into
aggressive environments like the metal industry, they can be also
implemented in many other productive activities, helping to
improve the preventive health screening of workers, and increas-
ing their productivity.

Another area of great potential impact is the study of falls in the
aging population, which can be associated to neural degenerative
diseases, but can also be spontaneous events in healthy persons.
Falls in aging people are a source of multiple complications that
Fig. 22. The ongoing research on the neuroethological interactions in industry machinin
degrade the quality of life of the persons. Careful non-invasive
monitoring may serve to detect early neural signatures that would
prevent such events, or rise early alarms. However, the greatest
impact of the neuroethological research is far from being realized.
Synchronous observation of brain activity and behavior response is
called to impact many areas of human activity.

The human learning process involves many facets of brain mat-
uration, plasticity and evolution in response to the external stimu-
lus, which can be a teacher or a technological object, such as an
anthropomorphic robot. How does the child react to such interac-
tions is a matter of interest for the future of humanity, because
how we educate our children will impact in the future state of
society.

Another related emerging area of work is the so called mobile
brain imaging research, where much of the work done is related
to the reproduction of conventional EEG based experiments but
allowing some freedom of movement to the subject. For instance,
new mobile applications are proposed to facilitate data collection
in diverse setting [192]. Interaction of walking activity and visual
acuity in the increased activation of the sensorimotor cortex can
be studied with these new tools [193]. Even the measurement of
auditory brain evoked potentials while ciclying outdoors have been
reported [194].

New datasets are being published in order to stimulate compu-
tational research in this exciting new area [195]. Big data availabil-
ity will encourage the application of the most recent
computational innovations, such as the DL architectures that have
revolutionize several industrial fields, such as machine translation
and image processing in medicine as well as in other areas.
13.3. Affective computing

Research in designing applications with affective capabilities is
constantly increasing. With this growth, affective computing is for
sure an integral part of the development of future technologies
concerning the human being. In recent years an important move
has been perceived towards continuous current emotion recogni-
tion for real-life environments [196].

Health care is probably the primary beneficiary of the future
affective computing technologies. Some developments have helped
physicians to understand mentally disabled patients. Thanks to the
growth in artificial intelligence, ML and the Internet of the Things,
health care applications are already benefiting from advanced
g working environments includes inertial sensors, depth sensors, and wireless EEG.
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patient monitoring devices that use facial and vocal coding tech-
niques. The detection of different diseases and mental disorders,
including stress, depression and anxiety, is a reality to date thanks
to the augmenting capacities offered by advanced wearables.

It is reasonable to expect that emotion detection and interaction
personalization to better suite a person’s emotional state will
become an integral part of HMI in a few years. This will also be a
starting point of a realistic human–machine symbiosis. In this
regards, robotic devices equipped with affective computing will
elevate the human-robot link to the level of human–human
relationships.

In the close future, the research in portable brain interfaces pro-
viding neuroimaging will continue growing. A greater insight into
the brain mechanisms underlying the highly complex affective
aspects of the human being have still to be discovered. Every step
in this direction will help affective computing to be a leading area
in the development of novel health care applications.

Further from image processing, Ref. [185] proposes an intelli-
gent control system for an office whose end objective is to adapt
the artificial lighting in order to provide pleasant illumination in
combination with the available natural lighting, while becoming
sustainable by using only the necessary energy. The ANN used
for this purpose only has two hidden layers since the number of
features was relatively low, but the results using lighting data from
Marc to July suggest that the model could be effective in predicting
the available natural light.

Many learning problems can be addressed by means of DL
methods due to their potential to extract abstract features from
data. Some applications do not involve classification or detection,
but put the focus on the feature extraction itself. This is the reason
why pure feature extraction models such as autoencoders are ver-
satile and can help in other learning problems. In Ref. [45], several
of these applications of deep feature learners are presented: data
visualization, image denoising, anomaly detection and semantic
hashing in text documents.

13.4. Bioinspired systems

In recent years there has been a large increase of new algo-
rithms with the label ‘‘bio-inspired” (see [197] for a number of
examples). Most of the new approaches simulate or take inspira-
tion from animal (in majority of cases) and plant behavior, gener-
ally incorporating their adaptive mechanism in the natural world
in order to devise new search or optimization algorithms. The algo-
rithms that mimic the behavior of social insects is a clear example:
Artificial Bee Colony (ABC) algorithm, Genetic Bee Colony (GBC)
algorithm, Firefly algorithm, Ant colony optimization, etc.

The frontiers between different fields like bio-inspired comput-
ing and natural computing are not clear and depend on the
author’s definition. It is commonly accepted that bio-inspired com-
puting integrates all such meta-heuristics, but also other methods
with biological inspiration such as artificial neural networks and
neural networks with a stronger simulation of the biological neural
network mechanisms.

Bio-inspired approaches include also all the methods of the
broad field of evolutionary computing, including the methods that
focus on swarm intelligence like Particle Swarm Optimization
(PSO) and solutions based on bird flocking, bacteria foraging and
fish schooling, methods in which the collective intelligence or
coordination of the group serves to obtain an emergent behavior
that resolves a problem. Note that some of these concepts are
taken from other fields like artificial life or complex systems.

Nevertheless, regardless of the particular field in which an
author feels better to place his/her research, the researchers in this
field or fields with bio-inspiration must be self-critical with the
boom of, especially, such new metaheuristic solutions [197]. It
must be carefully contrasted what is new and what is included
in other traditional search algorithms or what novelty is provided
in a new bio-inspired metaheuristic. Besides, the proposals should
be competitive with other methods in the state of the art. In this
sense, a key aspect of the design of evolutionary and swarm intel-
ligence algorithms is studying their performance in terms of statis-
tical comparisons [198].

Apart from this rise of metaheuristics, bio-inspired computing
will progress in providing the dual perspective discussed in the
introduction, where bio-inspired methods not only provide new
approaches to solve problems as biological systems do (direct engi-
neering), but also they can provide new knowledge about the
underlying mechanisms of their functioning (reverse engineering).
Moreover, new computing paradigms, from the Map/Reduce model
that lies underneath Big Data architectures to Ephemeral Comput-
ing, Exascale Computing and Quantum Computing [199] will pro-
vide a novel framework for the design and deployment of bio-
inspired algorithms and optimization methods.

As previously remarked, multidisciplinarity is and will continue
to be a key component in this double interrelation and, hopefully,
this field of research will continue as a meeting point for research-
ers in all these areas.
13.5. Robotics

The use of Artificial Intelligent methods in Robotics is growing
at a fast pace, and at the same time, the applications and uses of
Robotics are being introduced in more fields. The interaction with
humans is clearly where there is an exponential growth in the later
years and it is a very promising field to produce more benefits for
society.

The human-robot interaction has different aspects to consider
as shown in previous sections. First, the physical interaction by
using robots to assist disabled or elderly people to achieve a better
quality of life. Also, emotional interaction will provide more amica-
ble and adaptive interactions with robots. Finally, the applications
in education and with social robots are the more challenging ones
to introduce the robots in our daily life.

Of course, the other field that will feel a great grow is the indus-
trial applications of robotics, where there is already many areas to
improve by the application to Robotics of recent techniques from
ML (DL, CNN, etc.) and the use of new massively parallel computa-
tion resources (GPUs).
13.6. Machine/deep learning and big data analysis

DL NNs stand as one of the most promising research fields
within ML in some prospective applications, e.g. neuroscience.
Their commoditization has been favored by the ease of use of pre-
trained networks. Nevertheless, CNNs have been already estab-
lished as the standard tool for most computer vision tasks.
Nevertheless, there is still room for improvement. The integration
of deep networks into probabilistic models may allow employing
already studied robust Bayesian frameworks to enhance the accu-
racy and reliability of intelligent systems based on deep neural
architectures.

As shown in previous sections, ML, computer vision and DL
techniques provide a new arena for data processing in the neuro-
sciences. Advances in these areas have allowed 1) to exploit the
information contained in the data, 2) to fuse information from dif-
ferent sources and different in nature and 3) deal with vast amount
of data (Big-Data problem). The combination of them have revolu-
tioned the research in many fields of science and, of course, in the
neurosciences where traditionally, only classical statistical meth-
ods to test differences between groups have been applied.
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Nevertheless, ML methods and DL networks have constraints
that restrict their scope of use. On the one hand, in the traditional
ML classification workflow, specific and predefined statistical fea-
tures have to be computed/extracted before they are fed into the
classifier. Additionally, a feature selection stage may help to use
simpler classifiers, avoiding the overfitting problem and maximiz-
ing the classification accuracy. On the other hand, DL methods
learn specific features extracted from the data manifold, whilst
they try to improve the classifier performance. In other words, FE
is indeed included into the learning stage, not being limited to a
specific FE method and being defined by the use of millions of
parameters. This provides models that can outperform statistical
and ML approaches, at the cost of the need for having large enough
databases the DL model can learn from. Otherwise, when the sam-
ple size is limited or more precisely the ratio sample size over
number of predictors is small, overfitting may arise, diminishing
the generalization performance of the generate model. In this case,
DL methods operating in several fields also require a little help
from preprocessing techniques, e.g. neuroimaging.

Thus, another research line consists on the development of opti-
mization and self-optimization methods to refine the architectures
or even, to generate custom networks depending on the input data,
its characteristics and the specific problem to be solved. There are
some research work in this direction, using evolutionary comput-
ing for the improvement of the hyperparameters and the architec-
ture of the neural network. Moreover, the intensive use of
computing resources in DL and Big-Data, makes necessary the opti-
mization of the neural architectures according to the available
computing resources and eventually, to be energy-aware, which
constitutes an important research line. On the other hand, the
development of hybrid methods and information fusion techniques
play an important role in the exploitation of all the available data
and to be able to learn multi-modal and complex models with
enough generalization capabilities.

Nowadays, the availability of large image databases (as in the
case of Autism studies or Parkinson diagnosis), along with mas-
sively parallel processor architectures (such as GPUs) to compose
heterogeneous systems (containing both, CPUs and GPUs) makes
possible the practical use of DL architectures for exploratory and
discriminative analyses. In fact, one of the main research lines in
DL consists on the development of new methods to explore where
the neural networks focus their attention while they learn to sep-
arate classes. Furthermore, visualization methods in CNN networks
can be exploited to compute regions of interest and to rank them.

Indeed, one of the most relevant tendencies in current Big Data
analysis is the commoditization of ML models and, in particular, DL
models. In other words, models are packaged into standard
libraries which are ready to apply by end users. As an example,
two relevant methodologies for Big Data analysis are i) the one that
approximates methods that carry out a direct fusion of models and
ii) the paradigm that provides an exact fusion of models [200], and
both may be found in the specialized literature and in standard
Machine Learning libraries, such as Mahout or MLlib.

This trend increases the importance of procedures to combine
several already existing methods in order to enhance the perfor-
mance. Therefore, advances in big data analysis will significantly
benefit from the development of meta-methods which draw on
already existing approaches, so that a wide range of base methods
can be employed with the same metamethod. This way the knowl-
edge acquired by the base methods can be exploited to attain more
challenging goals.

The ever-increasing diversity of kinds of available data is also
very relevant for practical application of Big Data techniques. Clas-
sic approaches were focused on the analysis of a specific data type,
so that they can not be applied straightforwards to datasets which
comprise different kinds of information. In order to overcome this
difficulty, a popular strategy consists in the combination of differ-
ent approaches which process diverse information types.
Hybridization of methodologies and algorithms stands as a promis-
ing research line, since it is a suitable way to cope with the com-
plexity of the data flows that ML is applied to. Fig. 23 represents
the hybridization concept, where different data sources are pro-
cessed by methods tailored to their data types, and their outcomes
are combined by the hybrid method to yield the final result.

13.7. Neuroscience, biomedical and well-being applications

The scope of Section 10 falls within the remit of the concept of
Neuroscience Applications. Given the broad scope, we aimed to
provide an indicative summary of the research area which we can-
not claim to be exhaustive or even too comprehensive. Neverthe-
less the selected studies covered several hot topics which are of
particular significance in this research field. The subsections com-
prised EEG-BCI systems exploring the relationship between evoked
signals and specific tasks as gait; object handling, speaking or gam-
ing, wearable devices or interfaces with application in monitoring
aging or breathing; cognitive tasks improved by ML to help in the
acquisition of numerical skills or creativity; and medical applica-
tions as assisting in anesthesia practicing or visual interfaces.
Needless to say that specific BCI systems, wearable signal acquisi-
tion, cognitive assessment and validation of learning processes or
assisting technologies will be quite relevant topics in the field of
neuroscience applications.

In addition, Section 11 provided only a partial view into some
representative topics rather than attempt to be all-inclusive. Some
works were related to PD, investigating the acoustic neurostimula-
tion and the instability of phonation of these subjects, whilst
others described the difference between ischemic and heart-rate
related events using the continuous wavelet transform or dealt
with a method to automatically locate and segment the optic disk
and the excavation in retinal fundus images to differentiate normal
from glaucomatous eyes in the clinical evaluation. Finally, the
biomedical applications in this Section 11 were focused on assess-
ing differences in activation of both hemispheres in stroke sur-
vivors during a motor task usually employed for brain-computer
interface control; and the description of a tool for the guided and
safe composition of pipelines to treat a specific kind of sequence
in RNA-proteins.

Moreover, in Section 12 the combination of sensors, connected
devices, computing resources, advanced communications, and
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real-time interactions is leading to the creation of ubiquitous sys-
tems at a scale and complexity previously unimaginable. AI appli-
cations will touch almost every aspect of our lives; education,
assistance at home, and mobile devices are some of the fields
addressed in the papers summarized in this review. The success
of AI in such diverse fields requires both new and traditional arti-
ficial intelligence techniques, better understanding and leverage of
large data sets which may be heterogeneous, and the ability to
build new models and make accurate predictions in a wide variety
of scenarios under complex conditions.

14. Conclusions

As a conclusion, we have comprehensively analyzed novel
advances in AI, DS and all their supporting tools, based on several
modelling paradigms, such as the bio-inspired, hybrid or statistical
approaches, and technologies, e.g. bio-electrical devices, medical
imaging, or robotics. The paper was organized in three conceptual
blocks, that is, i) theoretical models and learning architectures
enhancing advances in DS and AI, ii) special thematic issues within
the scope of AI, and iii) several applications in the research fields
covered throughout the paper.

Most of these advances were presented and discussed in the
IWINAC conference, held in June, 3–7, 2019, in Almería, Spain. In
this sense, novel insights in the understanding of the brain function
and emotions, were shown by addressing the current technological
challenges, i.e. the design of robust BCI-based systems for neural
data processing and analysis, brain pattern recognition in neuro-
logical diseases, interfacing with physical systems or the problem
of emotional state recognition. Moreover, the basis or background
required to develop such applications, and many others in the field
of biomedical research, were also described in the first part of the
essay. Frommodels, ontologies and hybrid bio-inspired systems, to
ML and DL approaches, the proposed methods allow a huge
amount of bioinspired programming strategies aimed at providing
efficient computational solutions to engineering and medical prob-
lems, in different applications domains such as biomedical sys-
tems, big data or neuroscience.

All these advances will be crucial for the new era of AI, which is
revolutionizing and reshaping our style of life and society. More-
over, AI, DS and supporting fields will help in providing systematic
and autonomous systems that provide useful insights, predictions,
recognitions and analytical solutions from the available big data.
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