1842 IEEE TRANSACTIONS ON NEURAL NETWORKS AND LEARNING SYSTEMS, VOL. 25, NO. 10, OCTOBER 2014

LI-MLC: A Label Inference Methodology for
Addressing High Dimensionality in the Label
Space for Multilabel Classification

Francisco Charte, Antonio J. Rivera, Maria J. del Jesus, and Francisco Hiteaner, |EEE

Abstract—Multilabel classification (MLC) has generated multilabel classification (MLC) reduce this problem transform-
considerable research interest in recent years, as a technique thating the MLD to obtain one or more single label data sets.
can be applied to many real-world scenarios. To process them High dimensionality is present in data used every day and

with binary or multiclass classifiers, methods for transforming . . .
multilabel data sets (MLDs) have been proposed, as well as establishes an important obstacle in many areas, among them

adapted algorithms able to work with this type of data sets. information retrieval [2], natural language processing [3], and
However, until now, few studies have addressed the problem machine learning [4]. The problem of high dimensionality in
of how to deal with MLDs having a large number of labels. classification tasks is well studied. However, published work
This characteristic can be defined as high dimensionality in the has been mainly restricted to feature and sample spaces. In

label space (output attributes), in contrast to the traditional high . . ]
dimensionality problem, which is usually focused on the feature MLC, we find the same problem in a new space: the label

space (by means of feature selection) or sample space (by mean§pace. How high dimensionality in the label space influences
of instance selection). The purpose of this paper is to analyze multilabel classifiers, and how to deal with this problem, is
dimensionality in the label space in MLDs, and to present a something poorly studied in the literature until now.

transformation methodology based on the use of association rules  caatre selection algorithms [4], [5] have been used for
to discover label dependencies. These dependencies are used to . ; L . .
reduce the label space, to ease the work of any MLC algorithm, several years to reduce dimensionality in the input attribute

and to infer the deleted labels in a final postprocessing stage. The SPace, and there are some specific proposals [6] for MLC.
proposed process is validated in an extensive experimentation These algorithms evaluate correlations between features and

with several MLDs and classification algorithms, resulting in the class associated with each instance, as well as between
a statistically significant improvement of performance in some one feature and another, deleting those which do not offer
cases, as will be shown. . . ’ .
o _ useful information to the task at hand: redundant features and
~Index Terms—Association rules (ARs), data transformation, features not correlated to the class. In the end, the classifier
dimensionality reduction, multilabel classification (MLC). is trained with a reduced faa® space that improves both
learning time and classification results. The question arises of

. INTRODUCTION ; L
gow this basic idea could be transferred to the label space

N a traditional classification ata set, each data instanc

: - - MLDs.

is associated with one, and only one, class (label). Dat t ch terizati hould b . tant step t
contrast, in a multilabel data set (MLD), every data sample hﬁs ata se thc ara.(t: %r'll.zta 'OP S Olf 'tﬁ an |.mp(t)r gtn Se?. 0
a set of labels associated with it, and therefore the classifier a?%\erm'reML%Sl#]at\'A'/y of an algorithm pnc(;r (')thl ‘:’h_app I_I
to predict multiple outputs. There are MLDs [1] with sever ation. fn , (N TWO main measures usea wi IS goa

hundreds of labels, but many of the proposed approaches. lled C_ard and Dens, defined below) offer “m'.ted mforma—
tion, basically the average number of labels per instance in an
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LI-MLC is a pre-/post-processing methodology designed iesed in MLC, described in Section II-C. The problems that the
reduce label dimensionality in MLDs. It can be used alongresence of high dimensionality add to this task are discussed
with any MLC algorithm and, as will be shown, it can improvén Section 1I-D. Finally, some of the available options for
execution performance as well amssification results. In the obtaining label dependency information are enumerated in
preprocessing phase, LI-MLC works with the labels associat8ection II-E.
with each sample, applying an association rule (AR) minin .
algorithm to obtain a set of strong ARs. These rules are usngata Transformation Approach
to reduce the dimensionality of the label space, obtaining as aVhile many data transformation-based methods have been
result a simplified training partition. This is later used to builgroposed (a complete taxonomy can be found in [9]), binary
the classifier. Finally, in the postprocessing stage, the samersd¢vance (BR) and label powerset (LP) are the most important
of rules allows the inference of the labels to be added to tbees. These methods are algorithm independent and also
prediction made by the multilabel classifier. known as problem transformation methods.

The benefits of this approach will be demonstrated with The BR [10] transformation divides an MLD into multiple
an extensive experimentation, using 16 MLDs from severhinary data sets. An independent binary classifier is trained for
domains, and comparing the results obtained with seven Mlgach label. Therefore, there will be as many binary classifiers
algorithms. The improvements are substantial in some casas,labels there are in the original data set. BR dismisses the
in both classification performae and speed, as will be shownrelationship between labels. It also implies a linear increase in

This paper is organized as follows. Section Il introducesxecution time by the total number of labels.
the MLC problem and offers an analysis of the difficulties There are transformation methods based on pairwise
produced by high dimensionality in the label space in this kirtbmparison. Taking all the poss¢ pairs of labels, each binary
of learning task. Section Il details the proposed methodologlassifier works with one of them. The predictions made
and describes its relation with other published proposatsy all the classifiers are combined with a voting algorithm.
Section IV introduces some measures to characterize tBeme proposals, such as CLR [11], use an improved voting
label distribution in MLDs. In Section V, the experimentamechanism to prevent evaluation of all label pairs.
framework used is described, whereas Section VI analyzesThe LP [12] method transforms an MLD into a multiclass
the results obtained from this experimentation. Section Vdllata set, in which each data instance is associated with only

provides the final conclusion. one class, allowing the use of any multiclass classification
algorithm. This is done interptiag as class each different

L. . . . problem with this method is that the number of combinations
Classification is one of the most important tasks using |apels is ! so the amount of classes could become

supervised learning. The process starts with a set of labelﬁﬂactable

samples(xi,yi), and obtains a modef .that IS capa'ble of An important side effect of these transformation methods is
Iabel_mg new samp'ltlas not obseryed durling the Iearmpg ph‘f"ﬁf‘e extreme imbalance problem, which its use generates. For
Traditionally, classifiers are designed with data sets in Whiglk each individual classifier is trained considering only the
eighhs_amﬁle(i IS assocl:lated w;)th one classh or Iatéelle_ L,b _Isamples with a particular label associated as positive, and all
which s the target value to obtain once the model Is bulllyhe ¢ a5 negative. Usually, the number of negative samples is
Therefore, the goal is to associate each sample 10 a Clgggeh |arger than the number of positive, and therefore there is
an:ong|_L|Ipo§S|c:3I§ clisses, St? tha; the range |°f possible outpUl et imbalance ratio. LP increases significantly the number
values is limited by the number of existing classes. of different classes in the data set given to the classifier. The

In MLC [7], the output returned by the classifier has to bf, e classes exist, the fewamsples per class, and the greater
a set of labelsy; < L. Thus, there are!?! different possible the imbalance

values as output: these can be any combination of labdls in
As stated in [8], this prediction can be generated in one Bf Method Adaptation Approach
two ways: 1) with a binary partition of the label set or 2) with
a label ranking.

The traditional classification algorithms cannot be us

The transformation methods described above allow us to
address the MLC problem using algorithms that are not
i signed for the specificities of the task. Faced with this
directly, as such, to tackle a problem of MLC. Reference [8},ica  the focus of the algorithm adaptation approach [8]
proposes two different ways to deal with this problem. 44 14 modify existing algorithms so that they can deal with
1) The data transformation approach: Its goal is to trans- MLDs, without requiring any preprocessing. In recent years,
form the data set, making it possible to process it usiffle number of proposals published in this regard has increased
non-MLC algorithms. strikingly, and they have been reviewed in [7], [8], and [13].
2) The method adaptation approach: Its goal is to adapt a Only the more remarkable ones are listed here.
traditional classification algorithm, adding the ability to  Clare and King [14] modified the C4.5 algorithm with two
deal with samples, which are associated with multiplghanges: each leaf of the tree stores not a class but a set of
labels. them, and the original entropy measure is adapted to consider
Sections 1I-A and II-B offer a brief introduction to eachthe fact that the samples are multilabel. Another tree-based
approach. It is also important to know some specific measuadgorithm is proposed in [15].
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There are several adaptations of instance-based algorithms. training of several binary classifiers, one per label. Thus,
The most notable are ML-KNN [16] and IBLR-ML [17], the working with MLDs, which have hundreds of labels, it
latter being a variation of the former. will be necessary to train the same number of classifiers,

The first adaptation of a neural network to MLC was something very time—and memory—consuming. The
BP-MLL [18], a perceptron with backpropagation learning, higher the number of labels, the greater the likelihood
which introduces a modified error function that considers the  that relationships between them exist, and generally this
multilabel nature of the samples. Another proposal in this  correlation is not considered by these kinds of MLC
field is the ML-RBF [19] algorithm for designing multilabel methods.

RBFNs. 3) Combinatorial Methods. Combining active labels in

There are also proposals based on support vector machines, each sample, and using the result as a class identifier,
such as rank SVM [20], as well as several methods based on is an easy way to work with MLDs leaning in mul-
the use of ensembles of classifiers with transformation of data, ticlass classifiers. It is an approach used by the LP
such as classifier chains (CCs) and ensembles of CCs (ECC) transformation and some other MLC algorithms, but
[21], random k-labelsets (RAKEL) [22], and hierarchy of an unfeasible option when there are a large number of
multilabel classifiers (HOMER) [23], and even those based on  labels because of its exponential combinatorial gener-

ant colonies, like MuLAM [24]. The number of publications ation of new classes. It also usually suffers from high
related to the adaptation of algorithms for MLC is constantly  dispersion, with a low number of instances associated
growing. with each class.

4) Ensembles: CC/ECC, RAKEL, and HOMER are exam-
C. Evaluation Metrics ples of ensemble methods applied to MLC. Like them,

many of the existing proposals work internally as a
collection of binary classifiers or classifiers trained with
subsets of label combinations. Therefore, they suffer
from the same weakness cited above for BR and LP.

As a general rule, reducing the output space (number
labels) will also reduce the time and memory needed

The peculiarities of the MLC problem require the use of new
measures: 1) to characterize the MLDs and 2) to facilitate the
evaluation of the MLC algorithms.

For the first objective, different metrics have been proposed,
label cardinality (Card) and label density (Dens) being the twof
most widely usedy; being the subset of labels associated wit : o ; .
the ith sample, Card is defined in (1) as the average numlg(%qr_"am the classifier, and wil genera_te_ S|mpl_er models,
of labels per sample in the data s2t Dens, defined in (2), which usually work better. Based on this idea, in the liter-

provides a measure independent of the absolute numberag'fre’ there are several proposals [25]-[27] (see discussion in
labels in the data set Section 11I-C) whose goal is to compress the label space. The

common approach in these proposals is to project the label

CardD e 1Y | 1 space in a lower dimensionality space, transforming the initial
ardD) = ' ﬁ @) MLC problem into another kind of task, such as regression or
Iéellrc(D) binary classification. Once this intermediate problem has been

DengD) = (2) solved, itis necessary to invert the previous transformation to
ILI get the multilabel predictions. The process of obtaining this
In terms of measures that assess the quality of predictiopseimage of the projection creates a new problem that can be
they can be grouped: 1) by apding on a bipartition of more difficult to confront than the original one.
the labels or on a ranking of these and 2) according to theAn alternative to the transformation of the label space would
calculation method: averaging by instance (example based)berthe selection of individual labels based on label dependency
label (label based). There are more than a dozen differ@énfiormation. The correlation among labels has been used for
measures that are explained in detail in [7] and [8]. Thdifferent purposes, as detailed in the following, and it is
measures used in this paper will be introduced later, alottye foundation of the proposed method for reducing label

with the experimental framework description. dimensionality described in Section IlI.

D. Label Space Dimensionality Problem E. Label Dependency in MLC
The following is a discussion about how a high-dimensional Assuming an ideal real-world scenario, working with

label space influences different kinds of MLC algorithms. cleaned data, that two or more labels appear together very
1) Adapted Algorithms: With a few exceptions, like pro- frequently suggests some levels of correlation among them.
posals based on the k-NN approach, adapted algorithiftse certainty and strength of this dependency should be
have to construct a model, which is a representation ahalyzed, as this information can be very useful for any MLC
correlations between input attributes and output labeklgorithm.
The higher the number of labels the greater the complex-As stated in [7], one of the key challenges in multilabel
ity of this model, with an increment in the time used tdearning is to reduce the output space exploiting correlations
train it. Simpler models tend to be more efficient. among labels. In this paper, the authors classify the strategies
2) Binary Classifiers. BR and some adapted algorithmsused by MLC algorithms to obtain these correlations into three
such as CC and ECC among others, are based on tlagegories: 1) first order; 2) second order; and 3) high order.
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The order depends on the number of labels whose dependestegng correlations between labels, able to infer one label from
is analyzed, only one, two, or more than two, respectivelihe presence of others, is needed. Using this method, the labels
In the following, we propose another way of grouping théhat can be inferred will not participate in the training stage.
classifiers, by means of the method they use to obtain tbsing an inference mechanismemoved labels will be added
dependency information. to predictions made by the multilabel classifier. If redundant
Some MLC methods, such as BR, completely overlodibels are stripped from the data set, the training will need less
the presence of label dependency information, as they traime, and the classifier obtained will be simpler and, probably,
independent classifiers for each existent label. Others, suchhvawe effective and efficient.
LP, explicitly incorporate this information using each different LI-MLC works over the label space of an MLD, using
label combination as a class identifier. However, there are mame AR mining algorithm to obtain a set of ARs. These are
sophisticated proposals in this field using various approacHist used to reduce label dimensionality, and then, once the
to capture label dependencies, among them. classifier has been obtained, to infer the labels to be added to

1) Implicitly: There are several methods, such as cdfe final results.
ECC [21], 2BR [28], and BR+ [29], which extend the
feature space of each binary classifier using as new i”WtRetrieving Label Dependency Using ARs
attributes the outputs of the other classifiers, through the

composition of CCs or classifier stacking, thus implicitly Oulr |ptereskt IS In (_)bta!nlgghsubsets of flabels Wlltr;) sltroqgh
using information about the relations between labels. correlations, keeping in mind that even nonfrequent labels wit

2) Satistical Models: Proposals made in [30]-[32] resort to? high correlation could be useful. AR mining algorithms [35]

statistical models, such as bayesian networks to exle:ge various techniques, such as frequent itemset generation,

itly represent dependencies among labels, or chi-squé(YEiCh prunes the.sear.ch space thus allowing the retrieygl of
tests of independence to assign a dependence Scoré;qgelatlons in limited time. We have to tune the ARs mining
each pair of labels algorithm in two ways, choosing a rule selection measure

3) Clustering: Another way to collect label dependencyand establishing its threshold value, as well as the minimum

consists in clustering the instances and obtaining inforPPOrt (SUpp). _ L _
The most common measure in ARs mining is confidence

ti the labels, which i h . Thj , . .
mation on e anes, WINCh appear n each grolp g(sionf) and its joint use with Supp is known as the confidence—

is an approach used in HOMER [23]. X !
4) Others: In addition to the premus groups, there are Support framework [36]. Supp(Z) is defined (3) as the pro-

other approaches for extracting label dependency inf&grtion of transactions in a database that contains a specific
mation. RAKEL [22] uses an ensemble of ClassiﬁelJgemsetz. The confidence of a rule with antecedettand
trained with a small random subset of labels, using LP B)nsequem{, Coni(X — ), is defined (4) as the_ _probab||-
capture label dependencies. PLST [33] uses a geometRc ©f the consequent presence under the condition that the
solution, using projections of a hypercube to Sma”é'}ntecedent is also present in the transaction

dimensions in order to obtain label correlations. Park SupHZ) = P(2). ©)
and Furnkranz [34] use ARs with the goal of defining SuppX — Y)
classification restrictions based on label dependency. Conf(X — Y) = W (4)

Some of these approaches use the label dependency knowl- , i , o ,
edge internally to enhance the learning process, others t¢\S Stated in the discussion of implication rules in [37],
divide the training data and construct ensembles, and anotflef!dh value of Conf in some cases could appear without
to impose restrictions over the classification results. None ¢ existence of an implitan from the antecedent to the
them aim to reduce the label space from the beginning, prigfnseduent, and this is a weakness with respect to the goal
to the training phase. of this paper. There are _seyeral other measures for evalugtmg

The effectiveness of label space reduction methofRS: @mong them conviction (Conv) [37] (5) that better fits
[25]-[27] and the usefulness débel-dependence informa-the aims in thl_s propo;al, as it is a directed measure, which
tion [21], [30]-[32] have both been demonstrated, ther€9”§'ders the |_nforr_nat|on on the absence of the consequent.
fore they are two proven techniques. Our hypothesis is tfatigh value in this measure means, no matter what the
label dependency information can be used to remove somigPP Of the AR, that an implation between antecedent and
labels, reducing the label space without relying on compréi2nseduent exists. Unlike other measures, Conv is sensitive
sion/projection schemes. Thus, what we propose in LI-MLC [g Tulé direction, and antecedt and consequent cannot be
to combine these two techniques to face the label space hiiérchanged without changing the result obtained from the
dimensionality problem, relying on an AR mining algorithn{l€asure. For this reason, th.IS measure was chosen to filter the
as a tool to obtain strong correlations. ARs generated by the algorithm

1— SupgY)
1—Conf(X = Y)’

LI-MLC aims to reduce the number of labels of an MLD, With regard to which ARs mining algorithm to use, in [35],
but considering that they are a part of the output that thieere is a review of the most common ones, many of them
multilabel classifier has to predict. A method for analyzingased on the best known: tleepriori algorithm. As stated

Conv(X — Y) =

(®)

I11. L ABEL INFERENCE FORMLC
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in [38], FP-Growth is a better AR mining algorithm for work- 1: procedure LI-MLC(X)

ing with large databases thanpriori. The number of labels 2:
and samples in an MLD could be very large, and therefore it:
is important to choose an efficient mining algorithm. 4:

The details of the methodology and its implementation are:
covered in Section IlI-B. To know when this methodologyse:
will be useful, it is important to understand how the labels:
are distributed in an MLD, perfming a characterization, as 8:
discussed in Section IV.

> Dataset to process
DTra < trainingPartition(X)

DTst + testPartition(X)

DTrd', Rules + preprocessing(DTra)
Classifier < obtainClassifier(DTra’)

P + postprocessing(Classi fier, DT'st, Rules)
Evaluate(P)

end procedure

9: procedure PREPROCESSING(DT'ra)

B. Description of the Proposed Methodology :0:

LI-MLC works in three stages: 1) preprocessing; 2) classi—;:
fier training; and 3) postprocessing. They are clearly shown jg.
Fig. 1. The goal of each phase is as follows. 14:

1) Preprocessing Phase: Takes as input the training data of;s.

an MLD, and produces a reduced version of the training,.
partition, with fewer labels, and a set of ARs in the forms.

expressed in (6). 18:
2) Classifier Training: The reduced training partition is jo.
then used to train any multilabel classifier. 20:

3) Postprocessing Phase: Once the prediction made by the,;.
multilabel classifier has been obtained, the evaluation ef.
the ARs adds the inferred labels to produce the finaj.

prediction 24
Li,....Lj > Li,....Lm LyelL. (6) iz

In the preprocessing phase, LI-MLC takes each label as zm
item in a transaction, and the set of labels associated with
each sample is interpreted adransaction. The instance§
of the training partition are pcessed (lines 11-14) to extract

T<+0 > Set of transactions
for each instance X; in DTra do
L; < labelsO f(X;)
end for
R < FPGrowth(T)
R + order ByConviction(R)
> Clean rules that are not applicable
for each R; in R do > Higher to lower conviction
LC; « labelInConsequent(R;)
delete Remain RulesW hoseConseqHas(LC;)
if isOnlyLabelInSomeSample(LC;) then
deleteRule(R;)
end if
end for
> R has the final set of rules to apply
C «+ labelsInConsequent(R)
DTra < DTra—C > Reduced training partition
return DTra, R

29: end procedure

their label setd j, using each one of them as a transaction. Ttse: procedure POSTPROCESSING(Classi fier, DT'st, R)

databasd composed by those transactions is given to the FP:
Growth algorithm, obtaining a sé® of ARs, which is sorted 32:
from higher to lower Conv to apply the stronger rules first. 33:

With the setR of ARs at its disposal, LI-MLC collects the 34:
labels that appear in the consequent of each rule obtainixig

the set of labels to delete. As the same label could appear

in the consequent of more than one rule, the cardinality 6f:
the set of labels could be lower than that of the set of rules:

P+0

for each instance X; in DT'st do
P; < Classifier(X;)
for each R; in R do

P, « P; U applyRule(R;)

end for

end for

return P

> Set of predictions

In this situation, only the rule with the highest Conv will be39: end procedure

used, the rest are discarded (line 20) frd®n In addition,

it is not possible to delete a label if it is the only one t§'9 1

appear in some instances of thata set, something that will

LI-MLC pseudocode.

reduce the number of labels to eliminate (lines 21-23) ia incomplete: the final prediction must reflect the strong
some cases. label dependencies extracted previously. To do so, LI-MLC
Taking the final seCC of labels to delete as reference, thevaluates the sé® of rules obtained in the preprocessing stage.
method generates a versiofi the training partition without The labels present in the partial predicti®nwill determine
them (line 27). This is the reduced training set, with fewehe antecedent of the rulesito be applied, adding the labels
output attributes than the original one, given as input to thiepresented by each consequent. This is an iterative process
selected MLC algorithms. The complexity of this proces@ines 34—36) in which the rules are taken in the same order
depends on the ARs mining algorithm used, but it is importansed in the preprocessing phase, activating the label of the
to notice that preprocessing is needed only once per partitioonsequent in each step if the current sample has activated
since the ARs mining algorithm used is deterministic. Thuthe labels of the antecedent of the rule.
having generated the reduced training partition, it could beln this way, the final prediction is generated and given as
used to train any classifier. the result. The complexity of this process is linear with respect
The postprocessing obtains the predictithanade by the to the number of rules, always far smaller than the number of
multilabel classifier for each sample (line 33). This predictiosamples or input attributes.
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C. Relationship With Other Label Space Dimensionality The original label space is used to learn the correlations
Reduction Proposals between sets of labels, but it is not transformed to get inde-
The need to reduce the label space dimensionality hg@ndent representations. Only the labels that can be inferred
been approached in several different ways in the litergith a specific level of confidence are eliminated, giving as a
ture in the past. In the following, there is a brief analysigesult a new MLD. Therefore, the classification problem is still
of the relationship between LI-MLC with some of thes@ multilabel one, and thus can be faced with any multilabel
proposals. classifier. Most importantly, in the final phase, LI-MLC obtains
1) Label Subset Selection: The decomposition of the seta multilabel prediction, which only needs to be complemented
of labels in several smaller ones is an approach used With labels inferred from the rules. There is no need to find
algorithms, such as RAKEL [22] and HOMER [23]. Boththe preimage of a projection.
use subsets of labels to train several multiclass classifiers, by) Multilabel Prediction Via Compressed Sensing: The
means of the LP transformation. RAKEL picks the subsefsoposal made in [26] is based on a proven compression
randomly, whereas HOMER uses a hierarchical clustering technique called compressed sensing (CS), which states that
generate subsets of correldtéabels. In the end, all labelsthe complexity of a model wittk labels can be reduced to
are used in training, as the label space is not reduced ke training ofO[log(k)] simpler models. There is a premise
divided in groups. The inner classifier used by these algorithitas accomplish: a significant lev of sparsity in the label
is a multiclass classifier, not a multilabel classifier. LI-MLGpace must exist. Thus, it is a useful approach for MLDs that
reduces the label space before the classifier starts to wdrkye a very large number of different labels, but with only
thus there will be labels that do not participate in the process.small subset of them appewy in each instance. This is
Furthermore, LI-MLC does not transform the original problerthe nature of the two data sets used in their experimentation.
in a different one, and does not imposes the use of a specifite procedure followed is similar to that described above
type of classifier. Any multilabel classifier can be used ovépr kernel dependency estimation. The compression phase
the reduced data. is made by random projections of the original binary label
2) Pruning of Infrequent Label Sets. Read et al. [39] space, obtaining a represetida in a real (nonbinary) lower
propose a method based on the LP transformation. The labghensionality space. Afterward, these projections are used
space is reduced by pruning those label sets, which do tattrain a set of regression models. Finally, the classification
appear above a particular thhedd. These label sets are lateis made using this set of regressors, and their outputs are
decomposed in simpler ones, with fewer labels, reintroducidgcompressed to obtain the labels predicted for each sample.
those subsets, which exceed this threshold. This way oflfje only similarity between this approach and LI-MLC is
the most important relationships among labels are implicitipunded on the existence of a preprocessing phase, which
captured, improving the generalization ability in classificatiomeduces the output space and a postprocessing phase in charge
An ensemble of pruned sets (EPS) is also proposed in the savhits reconstruction. LI-MLC can be applied without assuming
paper. As with RAKEL and HOMER, the underlying classifiea sparse label space. If the label space is very sparse the
is a multiclass classifier, not a multilabel classifier. Thereforextraction of ARs can be more difficult (see Section VI).
it is not a method generally applicable independent of theurthermore, the proposal in [26] is a complete MLC
problem faced or the classification algorithm chosen, as afgorithm based on compression and regression, whereas
LI-MLC. In addition, LI-MLC obtains the label dependencied.I-MLC, as has been said above, works as a wrapper around
by means of ARs mining, measuring the correlations amoagy multilabel classifier, which reduces the label space at the
them, whereas pruned sets and EPS obtain this informatioput and complements the prediction made by this classifier at
implicitly. the output. Thus, LI-MLC has a broader field of applications.
3) Kernel Dependency Estimation: The technique proposed 5) Compressed Labeling on Distilled Label Sets: In addi-
in [25] is not specifically designed to reduce the label spatien, based on the idea of CS, Zhati al. [27] propose a
of an MLD, but as a general way of finding dependencigsethod that combines a vatian for compressing the label
between a set of inputs and a set of outputs, MLC being ospace while still using classification algorithms to make the
of its possible applications. By means of a kernel principgredictions, instead of relying on regression. There are two
component analysis of the label space, a set of uncorrelakay elements in this proposal: 1) the method to extract the
projections is obtained. In addition, the number of outputs camost frequent subsets of labels in the MLD, the so called
be reduced in this phase selecting only the most significatistilled label sets (DLs), and the transformation of the real
representations (those with larger eigenvalues). The mappitmser dimensionality space obtained by random projections
between the inputs and the representations of the outpusa binary one. The latter is accomplished using the signs
can be learned independently, for example, using regressiofithe random projections. The former applying a recursive
In the final step, with the independent predictions obtainetustering approach over the label space. Once the compressed
from the regressors, a function is applied to find the preimatbel space has been obtained, a binary classifier is used to
of the projection and get the final set of outputs. Severptedict each label independently. Those predictions are then
functions can be used for this task, depending on the spec@mplemented by means of the information of correlation
application at hand. For classification, the authors opted fetored in the DLs. The steps followed by compressed label-
finding the solution among a set of candidates acquired frang (CL) are the same as LI-MLC. First, information about
the training set. Our approach with LI-MLC is totally differentlabel dependence is obtained. CL relies on the extraction of
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DLs, whereas LI-MLC obtains a set of ARs. Second, the label scene bibtex
space is compressed. In CL, this step is done by randomsg _
projections, while in LI-MLC, it is accomplished deleting the ~
labels that can be inferred from the rules previously obtained,, g
Third, the instances with the reduced label space are handedio; |
a classification algorithm order to obtain the initial predictions£ ~
CL can use any binary classifier for this task, retrieving g1
independent predictions for each label. LI-MLC can use any

Frequency
500 1000 1500 2000 2500

multilabel classifier, retrieving joint predictions. Finally, these °~ ‘2 : TTTy ;‘HTT; VRN
initial predictions are completed and the final label set for ooz Numberofabels scnaus Aumoer of labels
each instance is returned. IrLCthis process is supported by emotions corelsk
the DLs and the application of a statistical test, whereas in g _ g —
LI-MLC, it is by the inference of the ARs. . g

One of the main differences between LI-MLC and the f <
proposals enumerated above lies in that they transform th?a’ gf
MLC problem into another type of problem: multiclass classi-g £ g%
fication, regression, or binary classification, whereas LI-MLC" & " &y
preserves its original multilabel nature. In addition, LI-MLC g1 g1
does not rely on a decomposition of the global goal in several /I ‘ : oo D B B
simpler ones that have to be trained individually, and their ! Numbefmabels 3 ! "’N umbefmabel;‘ s
independent outputs later recombined. Once the ARs have $K=0.162, KFi=-0.3802, Gard=1.869, 0V=0.360 SK=-1.129, KR=0703, Gard=3.522, 0V=0.169

been extracted, a process that takes a very few seconds, enly,
one classifier has to be trained. The outputs of this classifier
are complemented with the inference of the ARs, without the

need of merging outputs from several predictors nor findingige |evel of concentration of the distribution around a specific
preimage by means of some decompression algorithm.  y31ye, while the latter points out where this value is. The higher
KR is the more peaked is the distribution of the variable and,

IV. CHARACTERIZATION OF LABEL in this case, the more condensed will be the number of labels

DISTRIBUTION INMLD s per sample around the same value. On the other hand, SK is a

The proposed methodology will be useful if the labels in th@easure of asymmetry and can be positive or negative. When
MLDs are not distributed in a very sparse way. Obviously, the distribution is peaked (high KR) a positive SK denotes that
the Card measure is very low, it will be almost impossible tée bulk of the values are below the mean (lie to the left). By
obtain correlation between labels, since the number of sampf@#itrast, a negative value implies the opposite, and most of
with two or more labels will not be enough. The Card measufee values are above the mean (lie to the right). An SK near

alone, however, will not give the information needed to kno®ero suggests a symmetrical distribution

Label distribution per instance (histogram).

if there are a few or many samples with two or more labels. . 4

This measure is a mean of the number of labels in the whole KR = E (X' — ”) -3 (8)
data set, without any information on how these labels are o

distributed among the samples. Neither will the Dens measure SK— E (xi — ,u)s )
be useful, because this is simply Card divided by the total - o ’

number of labels. It is necessary to characterize the data sets _. .
using additional measures. In Fig. 2, the label distribution in four MLDs can be

The dispersion of labels in an MLD can be known calcula —tl’;er\';?ﬁ ng}?f. thenl1|, st():ene and b|btex:[ h?}f a high lvalge of
ing the coefficient of variation (CV), as shown in (é),being and their IS well above zer Sso most of Iné samples In

the standard deviation and the mean. This is a measurethese data sets have only one_éhassomated. For _emotlons
nd corel5k, the value of KR is near zero, meaning a more

commonly used in imbalanced problems [40]. If Card is n@"" L .
very low (there is more than one label per sample) and CVLiIglIfOl‘m distribution. In the former, SK is also almost zero: the

quite low (the labels are distributed uniformly), the Iikelihoo@u”( of the samples have the number of labels shown by the

of finding correlations will be higher. With large CV valuesCard measure. The latter shows a negative SK, and therefore

(high dispersion), it could be difficult to obtain rules, eveltnhe number.of labels per irmstce is apo_ve the mean for many
when Card is also high samples. It is easy to see that obtaining correlations between

labels will be more difficult for scene and bibtex than for
CV = Z. (7) emotions and corel5k.
H Another way to see the distribution of labels per instance in
Another possibility for finding out the distribution of labelsa data set would be that shown in Fig. 3. Each rgvaxis) is a
is relying on two classical statisal measures [41]: 1) kurtosis sample and the columng-axis) represent the different labels.
(KR) (8) and 2) skewness (SK) (9). In this context,must The presence of one label in a certain sample is denoted as a
be interpreted as a data sample. The former is an indicationlioE in the crossing of both axes. Fig. 3(a) and (d) come from



CHARTE et al.: LABEL INFERENCE METHODOLOGY 1849

(a) . (b) (c) TABLE |
il g 2 | DATA SET CHARACTERISTICS
g g | g 4
& - N R Dataset Instances  Attributes | Labels Card
k. - B bibtex 7395 1836 159 2.402
: g % ) s bookmarks 87856 2150 208 2.028
& " g 2z cal500 502 68 174 26.044
e == corelSk 5000 499 374 3.522
2 g4 g + corel16k* 13766 500 161 2.867
i delicious 16105 500 983 19.02
e S T T T S B TR s e emotions 593 72 6 1.868
1 2 3 4 § B 2 40 60 B0 100 1 2 3 4 5 6 enron 1702 753 53 3378
C.!rJ-LDI;‘.FE\a"-:.ZJE Cand=2 Jg‘f;mC'J"lFEi Card=2 Jg‘!hnéiv'-ﬂ.?is genbase 662 1 1 86 27 1 252
imdb® 12000 1001 28 1.905
@ ) © @ llog 1460 1004 75 1.180
g 2 — — mediamill 43907 120 101 4.376
s | L : R = medical 978 1449 45 1.245
i e s e | scene 2407 294 6 1074
§ o 81 r & — = slashdot 3782 1079 22 1.181
i = g =T ) g - - yeast 2417 198 14 4237
E = E Ly Y % E (=1
J LR A " g =
] P = 2Corell6k is a dataset with 10 subsets. Average values are
s . g4 S g4 — shown here
= i 35 — bTaking a random 10% of the original 120000 instances.
20 40 80 B0 100 1 2 3 4 5 6
|anel Iatyed label
Card=1.858, CY=0,360 Card=3.622, Cv=0,189 Card=3.522, Cv=0,189

Cross validation was used with the usual configuration at
Fig. 3.  Label distribution per instance (map). (a) Scene. (b) BibtextO partitions. The same configuration was used to run each
(c) Bibtex. (d) Emotions. (e) Corel5k. (f) Corel5k. MLC algorithm without applying LI-MLC.
In Section V-A, the MLDs used in the experimentation are
enumerated. The MLC algorithms and the parameters used
very similar data sets, with the same total number of labedge gescribed in Section V-B. Sections V-C and V-D detail the

higher Card value for Fig. 3(d). This is enough to obtain many

samples with two or more labels, while in Fig. 3(a), it is clear
that each sample has only one label with a few exceptiofis, Data Sets
Fig. 3(b) and (e) show two data sets with higher numbers of Table | shows the data sets and their main characteristics:
samples, labels and Card. The main difference between themignber of instances, attributes and labels, and Card. Seven
the dispersionCV = 0.189 for Fig. 3(d) againsEV = 0.705 of them (bibtex, bookmarks [43], delicious [23], enron [44],
for Fig. 3(b). The effect of this factor can be observed bettdog, medical [45], and slashdot) are from the text domain,
in Fig. 3(c) and (f), magnifications of the previous ones. three (corel5k [46], corell6k [47], and scene [12]) are from
The conclusion that could be obtained from this analysis ke image domain, two (cal500 [48] and emotions [49]) are
that the combined use of measures, such as Card, CV, $&m the music domain, two more (genbase [50] and yeast
and KR, offer useful information to characterize an MLD[20]) from the biology domain, and the last two (imdb and
knowing how difficult it would be to work with it. In general, mediamill [51]) are from the video/movie domain. The number
an extremely low Card (close ta) will show that most of of labels in those MLDs is in the randé, 983] and Card
samples have only one associated label, and therefore it woisldn the rangg1.074, 26.044]. All data sets can be obtained
be almost impossible to extract label dependency informatidrom MULAN [1] and MEKA [52] repositories.
With Card values well above 1.0, the presence of a high CV,

SK, or KR may denote a difficult MLD. B. Algorithms

A representation of MLC algorithms based on data trans-
V. EXPERIMENTAL FRAMEWORK formation, method adaptation, and ensemble approaches was
LI-MLC has been tested with 16 MLDs and seven MLGelected. It should be noted that the transformation methods do
algorithms. Data sets and algorithms are detailed in thigeir work after the preprocessing phase of LI-MLC described
following parts of this section. previously, operating on a reduced data set having already
The mining of ARs was performed with the FP-Growtteliminated the labels inferred from the rules.
algorithm, which needs two parameters: the threshold valuesThe methods chosen, all used with default parameters,
for Conv and Supp. Conv threshold was set to a minimumere the following: BR [10], LP [12], CLR [11], CC [21],
value of 1.25 as recommended in [37]. To obtain enough ARBLR-ML [17], RAKEL [22], and HOMER [23]. C4.5 was
to work with, we opted to apply a relatively low minimumused as underlying binary/multiclass classifier. For IBLR-ML,
threshold value for Supp, 0.025, with the hypothesis that evdre number of neighbors was set to 10. For HOMER, the
nonfrequent but strong associations between labels would rhember of clusters was set to the minimum between four and
meaningful [42]. the number of labels in the MLD.
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C. Performance Measures TABLE I

CHARACTERIZATION MEASURES
More than a dozen MLC performance measures have been

defined in [7] and [8]. One of the most widely used is™ Dataset Card  Dens CV SK KR  #Rules
Hamming loss (HL).L being the full set of labelsZ; the set Elbt]‘:x . gggé 8-8}(5) 8-;83 i?gg ég-ggj 8-8
- - . 00Kmarks . B . . . B

of predlcted labels, e_mMi is the se_t of real Iabgls, HL (10)is 1500 26044 0150 0221 0518 0398 6.4
defined as the fraction of committed errors in sample—labelcorelsk 3522 0.009 0.189 -1.129  0.703 5.0
pairs prediction. The operatos represents the symmetric —corellok 2867 0018 0316 -0344 0677 4.0
g delicious 19.020 0019 0267 -1206  0.988 8.0
merence emotions 1.868 0311 0360 0.162 -0.802 338
D enron 3378 0064 0454 0652  1.062 13.8

HL = 1 IYi AZj| 10 genbase 1252 0.046 0555  3.501 14597 5.7

=ip| TN (10) imdb 1.905 0.068 0630 1669  3.492 3.0

i=1 llog 1180 0.016 0.679 1.159  2.503 0.0

) o ) mediamill 4376 0.043 0533 0440 0291 8.0

HL tends quickly to zero when it is used with some edical 1245 0.028 0371 1.612 1.581 0.0
MLDs, those in which only a small subset of labels appear scene 1.074  0.179 0245 3326 9411 0.0
: : : . slashdot 1181  0.054 0351 2147  3.836 0.0
in each instance but the total set of labels is large. In thlsyeast 4237 0303 0371 038  0.150 108

context, using the same classifier and making the same number
of classification errors, the performance would seem worse
as the total number of labels is smaller. However, the regkre executed using the statistical package of the data-mining
performance of the classifier would be the same. Although Heftware KEEL [56].

is a popular MLC performance measure, the previous reason

demands the use of another orstronger than the former. VI. EXPERIMENTAL STUDY AND DISCUSSION

In [27], an evaluation on the strength of some MLC evaluation |, this section, the data sets used in the experimentation

measures is offered, showing that HL is the weakest and €38 characterized, the classification results are exposed, the

representative, whereas F-measure is one of the stronggshisiical study is shown, and a final discussion of these results
F-measure has been chosen as second measure for this PRPEfrered.

F-measure (11) is a balancembmbination of precision
(12) and recall (13). In this expressions, TP stands for tl’lAe

" " . Data Set Characterization
positives, FP for false positives, and FN for false negatives

Using the measures proposed in Section IV, the analysis of

F-Measure—= 2 x Prec'is'ion* Recall. (11) the high dimensionality in the label space in the data sets used
Precision+ Recall are offered in the following.
DI |y, . Table Il shows the characterization measures Card, Dens,
. 1 IYi N Zi| P
Precision= DI > Z1 TP FP (12) cv, SK, and KR, as well as the average number of rules
i=1 ! obtained for each data set.
1 Plivingz TP There are six cases: 1) bibtex; 2) bookmarks; 3) llog;
Recall= > = . (13) 4) medical; 5) scene; and 6) slashdot in which no rules were
ID| &~ Y| TP+ FN ) :
i=1 obtained. Four of them (llog, medical, scene, and slashdot)
have an extremely low Card, in the range [1.074, 1.245],
D. Statistical Tests which explains by itself the impossibility of obtaining any

To analyze whether the differences between obtained rest{IES: bibtex and bookmarks have slightly larger Card values,

are significant, it is usual to perform statistical tests. In thig#02 a@nd 2.028, but also share quite high CV, SK, and KR
paper, the interest is in comparing values from the classific4/ues- This denotes that only a few instances contain two or
tion of several data sets in pairs: one set of results from tA@re [abels, while most of them have only one. By contrast,
base MLC algorithm and a second set from the same algoritflfit@ Sets, such as emotions, with a Card value of 1.868 but

using LI-MLC methodology. For this task, the paired T-tes"?lso low values in the other measures, allow the extraction of

parametric test or the Wilcoxon nonparametric test could 58Me rules. o
applied. The previous are some general guidelines, but there are also

References [53] and [54] have shown that classificati¢iceptions. For insFanqe, the Card for medical i's similar to
experiments, which follow the 10-fold cross-validation schenf€nbase, and CV is higher for the latter denoting a larger
do not fulfill the necessary conditions of normality, hetdispersion, but in the former case, we had no rules, whereas in
eroscedasticity, and independence to use parametric statistit§!atter, some rules have been obtained. genbase has almost
tests. For this reason, to perform this kind of comparison, tha!l the total number of labels of medical. Although they have
Wilcoxon [55] nonparametric statistical test has been used Sinilar Card values, the numbef label combinations is much
this paper, bigger for medical (2°) than for genbase ¢2).

For each algorithm, taking the performance measures of o
the version with LI-MLC as reference, this test was applied: Classification Results
and the exact p-values obtained. The same method was alsdables Il and IV show the resulting HL and F-measure
used to compare the training times of each classifier. The tegidues for each algorithm—data set combination in two
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TABLE Il
CLASSIFIERPERFORMANCE INTERMS OFHL (THE LOWER THEBETTER)

Dataset CC +LI-MLC| BR +LI-MLC| CLR +LI-MLC|HOMER +LI-MLC| IBLR +LI-MLC| LP +LI-MLC|RAKEL +LI-MLC
cal500 0.1760  0.1760|0.1615  0.1620|0.1385  0.1401| 0.1846  0.1893]|0.2309  0.2334|0.1996  0.2030| 0.1615  0.1611
corelloék [10.0206  0.0199|0.0197  0.0194|0.0189  0.0188| 0.0253  0.0251/0.0191  0.01910.0321 0.0306| 0.0197  0.0194
corel5k 0.0099  0.0098|0.0098  0.0097|0.0095  0.0094| 0.0132  0.0128|0.0224  0.0226|0.0168  0.0162| 0.0098  0.0097
delicious [{0.0188  0.0189|0.0186  0.0188|0.0184  0.0185| 0.0238  0.0241|0.0507  0.0511(0.0300  0.0300| 0.0187  0.0187
emotions [[0.2550  0.2766|0.2474  0.2857|0.2423  0.3098| 0.2609  0.2940|0.1883  0.2417|0.2777  0.2982| 0.2474  0.2885
enron 0.0524  0.0546|0.0508  0.0553|0.0471  0.0525| 0.0584  0.0623|0.0564  0.0593|0.0717  0.0702| 0.0508  0.0551
genbase [/0.0011  0.0055|0.0011  0.0058|0.0013  0.0059| 0.0013  0.0006(0.0029  0.0078(0.0019  0.0061| 0.0011  0.0058
imdb 0.0878  0.0745|0.0753  0.0724|0.0719  0.0701| 0.0950  0.0927|0.0681 0.0680(0.1024  0.0987| 0.0753  0.0728
mediamill [|0.0357  0.0389|0.0335  0.0397|0.0283  0.0358| 0.0371  0.0437|0.0283  0.0356|0.0423  0.0474| 0.0335  0.0398
yeast 0.2682  0.2795|0.2454  0.2720(0.2202  0.2590| 0.2555  0.2783]0.1934  0.2397|0.2779  0.2939| 0.2449  0.2731

TABLE IV
CLASSIFIERPERFORMANCE INTERMS OFF-MEASURE(THE HIGHER THEBETTER)

Dataset CC +LI-MLC| BR +LI-MLC| CLR +LI-MLC|HOMER +LI-MLC| IBLR +LI-MLC| LP +LI-MLC|RAKEL +LI-MLC
cal500 0.3626  0.3627|0.3375  0.3364|0.2888  0.2644| 0.3972  0.3942|0.3194  0.3065|0.3287  0.3111| 0.3375  0.3393
corellok [10.5388  0.5578|0.5259  0.5702|0.5313  0.5606| 0.4517  0.4606|0.5539  0.6032|0.4548  0.4932| 0.5243  0.5624
corel5k 0.4859  0.5125|0.4697  0.4884|0.4511 0.4812| 0.3894  0.4013/0.2876  0.2889|0.4031 0.4305| 0.4697  0.4921
delicious [{0.3290  0.3421|0.3097  0.3198|0.2549  0.2763| 0.3289  0.3249|0.1858  0.1843|0.2599  0.2602| 0.3056  0.3176
emotions [/0.7438  0.7309|0.7086  0.7234|0.7186  0.6903| 0.6949  0.7123|0.7839  0.7690|0.7244  0.7291| 0.7086  0.7283
enron 0.6268  0.5977|0.6137  0.6260|0.6330  0.6469| 0.5993  0.6104|0.5810  0.6038|0.5561 0.5664| 0.6137  0.6323
genbase [[0.9919  0.9919/0.9919  0.9915|0.9914  0.9905| 0.9917  0.9917|0.9856  0.9870(0.9919  0.9915| 0.9919  0.9918
imdb 0.7209  0.7413|0.6602  0.7077|0.6750  0.7340| 0.5634  0.5821|0.7110  0.7358|0.6375  0.6433| 0.6602  0.6892
mediamill || 0.6157  0.5711|0.6066  0.5339|0.6387  0.5592| 0.5961  0.5150|0.6544  0.5794|0.1314  0.0837| 0.6066  0.5331
yeast 0.6389  0.6339/0.6166  0.5890|0.6587  0.5901| 0.6156  0.5901|0.6987  0.6279|0.6256  0.6089| 0.6171  0.5890

TABLE V
CLASSIFIERPERFORMANCE INTERMS OF TRAINING TIME IN SECONDS(THE LOWER THEBETTER)

Dataset CC +LI-MLC BR +LI-MLC CLR +LI-MLC | HOMER +LI-MLC | IBLR  +LI-MLC LP +LI-MLC| RAKEL  +LI-MLC
cal500 148.68 152.16 63.29 54.79| 125752  1154.58 99.66 93.16 261.68 233.29 14.92 15.09 346.04 328.47
corel 16k 19642.56  19022.21| 39980.52 26154.08| 73505.36 62752.85| 12139.59 11088.42| 20226.75 20108.44| 1351.50 1240.07 | 201454.89 152089.85
corel5k 3915.71  3954.94| 5053.38  5013.73| 18411.18 14369.86| 3934.75  3575.49| 20742.53 19817.02| 336.88 340.73| 43754.60  39703.89
delicious ||375022.66 358317.20 |256064.79 236233.64 | 248904.86 212829.72 |408823.09 408405.82 | 176880.45 126634.57 | 3538.60 3531.68 | 1457888.84 1438587.70
emotions 5.61 2.93 12.01 3.16 10.83 4.06 6.14 3.07 4.31 3.65 3.92 2.64 24.98 2.52
enron 1512.23  1623.53| 2051.74  1692.63| 4780.69  3290.02| 2688.95 1879.37 143.97 116.68 | 115.50 125.39| 13070.84  10607.92
genbase 7.68 5.96 17.07 10.69 26.31 19.24 12.00 8.62 60.24 60.20 4.67 4.51 63.93 51.67
imdb 85817.48 89018.88| 97036.83 97962.34|158132.40 141208.82| 37421.90 34063.70 549.09 558.92| 7967.42 8416.61| 583141.02 607884.85
mediamill || 51554.52 39843.20 | 28622.91 26448.25| 91883.01 68983.46| 912991  6910.66 | 21242.97 21343.17|22968.71 19839.37| 116597.17 112656.82
yeast 90.35 78.20 121.14 86.01 336.83 202.17 141.80 100.01 94.84 94.25| 10598 81.13 791.22 588.73

versions: the original multilabel classifier, and the sanm@btained for the rest of MLDs. Except for mediamill and yeast,
configuration applying the proposed methodology, noted BEMLC has mainly a positive influence over the performance
+LI-MLC. The six data sets for which it was not possiblef the underlying classifiers. The statistical significance of
to obtain rules do not appear in this table, as LI-MLC is ndhese results is evaluated in the following section.
applicable in these cases. Table V uses the same structure as the previous ones, but
Assessing results in terms of HL, we found improvements egxhibiting training times for each configuration, expressed in
one-third of cases. There are several ties, as well as many caseonds. This is the time elapsed when training the classifier
in which the difference in either direction is minimal, in thavith the original base algorithm and with LI-MLC. In the
range of a few ten thousandths. With delicious, for instandajter case, the time spent obtaining the rules and preprocessing
LI-MLC loses in all cases but all differences are in th¢he data set has been added to the training time. As can
range [0.0001, 0.0004]. The significance of these differendes observed, for some algorithm—data set combinations, the
is doubtful, but in any case, the improvement in execution timeining time has been reduced to a fraction of the original. The
is very significant. The weaknesses of HL may be highlightesavings in some cases are in the order of several hours. Taking
exposed previously in Section V-C. as reference the time of the base algorithm, Fig. 4 shows the
The use of F-measure to assess the results offer a quékative gain in time achieved by the classifier training process
different picture. In general, the differences are much bigger,amce LI-MLC has been applied. It must be highlighted that
the scale of hundredths. The application of LI-MLC generatéisis improvement in execution time, in general, is achieved
better results in 41 out of the 70 configurations. Classificatianithout major damage to classification performance, but even
performance is almost always improved for corel16k, corel5kjith an amelioration in mangases. For instance, the use of
enron, and imdb. By contrast, the results are never improvedMLC with BR and RAKEL resulted in more than 22% and
for two data sets: 1) mediamill and 2) yeast. Mixed results at®&% of reduction of the execution time, while in classification
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8- Summarizing, LI-MLC offers a statistical significant
- reduction of execution time, as well as some significant
improvements in classification results when they are evaluated
s 19.69% with F-measure, a measure considered stronger than HL. These
N results can be justified for a number of reasons, discussed in
o the following.

15.30%

D. On the Benefits of Label Reduction Performed by LI-MLC

All classifiers have a certain error ratio, as do ARs. Labels
that are very common (have a large Supp in the data set) tend
to produce a bias in classifiers, benefiting the majority classes
(labels). The bias is reduced when LI-MLC hides these labels,
5.10% obtaining models better able to classify samples in which less
common labels appear. In some cases, the improvement in
classification results led byMLC is greater than the error
introduced by the inference of the ARs.

For some methods like LP, reducing only one label halves

e PR CLR - HOMER. IBLR tPo RAL the number of combinations gemaéed by the data set trans-
pateset formation, resulting in a data set with far fewer classes,
Fig. 4. Relative gain of LI-MLC in respect of the base execution time. and therefore easier to process with multiclass classifiers.
The ensemble methods based on LP transformation, such as

Relative gain

0.10

8.51% 8.27%

0.05
|

0.00
L

TABLE VI RAKEL and HOMER, benefit from this enhancement. Given
EXACT P-VALUES FROMWILCOXON TEST that fOf the bUlk Of the data SetS, more than one rU|e |S
obtained, the reduction in the number of combinations is much
Algorithm |  HL | F-Measure | Run time more important, as will be the improvement in execution time.
BR >02 0.00714 | 7.25E-5 - -
cC S 02 009874 |  0.16880 Training a separate clafisr for each label (BR method)
CLR >02 0.06628 | 3.81E-6 in the data set seems a good idea, and it works well in
HOMER | 202 1 003850 | 7.25E-5 many cases. However, this approach does not consider in its
IBLR-ML | > 0.2 0.05594 |  0.00202 . : :
LP S02 001236 | 001597 predictions the dependency among labels, valuable information
RAKEL | >0.2 0.00533 | 6.45E-4 as has been reported in [29] and [57]. ARs, on the other hand,

collect these dependencies when there are strong implications
as has been explained before, predicting the presence of a
evaluated with F-measure, these configurations was bettedahel when it rests more on label dependency than on the
six and seven of 10 cases, respectively. correlation between input attributes and their own label. Many
MLC algorithms use BR as an underlying transformation, so
. an improvement in the base method also affects their results.
C. Satistical Sudy Regarding the time used by algorithms to build their
Reading the previous tables, a general view of the improwaodels, the reduction in the number of labels performed by
ments can be acquired. To know if this progression ld-MLC has a positive effect in almost all cases. The MLC
significant from a statistical point of view, Table VI shows thalgorithms benefit from a reduced set of labels, and the time
p-values obtained by the Wilcoxon nonparametric statisticgpent applying LI-MLC is much lower than the time saved in
test for HL, F-score, and training time. building the simplified model. Table VI shows that all p-values
As can be observed, the sifjnpance of classification are well under 0.05 (with the exception of CC), concluding that
performance improvements will depend on the measuasesignificant statistical difference exists.
chosen. With MLC algorithms that build a binary classifier for each

1) With HL all p-values are above 0.2, which would meaflifferent label, such as BR and many ensemble proposals,
that LI-MLC does not provide any benefit, which could-I-MLC produces at least a linear improvement in execution
be considered statistically significant. time with respect to the number of labels eliminated. When

2) Taking F-measure as reference, for CC, CLR, and IBLRorking with algorithms based on a combinatorial use of exis-
ML p-value < 0.1, and for BR, HOMER, LP, and tent labels, the improvement could be much more important.
RAKEL p-value < 0.05. Therefore, LI-MLC offers a In general, ensemble methods are benefited the most from the

statistically significant improvement with a 90% andabel space reduction, as it spans all the individual models,

95% of confidence, respectively. which compound the ensemble.
Regarding the execution time, all p-values are well below
0.05 except for CC. Thus, it can be said that LI-MLC VII. CONCLUSION

significantly reduces the time necessary to train the classifiers|n this paper, LI-MLC, a transformation method designed
regardless of classification improvements. to reduce the number of labels in an MLD through the use of
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ARs, has been presented. This approach can be used with [ary w. Cheng and E. Hiillermeier, “Coritting instance-based learning and
underlying MLC algorithm, allowing classifier training in less
time, resulting in simpler models and improving classificati0ﬁ8]
results in many cases.

Furthermore, it has also been shown how it is possible to

use certain statistical measures (CV, SK, and KR) that, unli

the Card and Dens measures bgrtiselves, offer information 20
useful for knowing when it is appropriate to use the proposed

methodology. Without loss of generality, these measures
be used to characterize MLDs to obtain a general view of

i

distribution of labels in the data set.

The experimental results obtained over several MLDs with?
different classification algorithms, endorsed by the results from
statistical tests, lead to the conclusion that it can be a usefif]
approach for enhancing MLC.
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